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”task” : [”regression”, ”classification”]

Is ”classification” ∈ ”task”?

















































X P P ′(x)

P (x) x

P ′(x)

P (X) P ′(x)

P (X)

x

x

P (x)

P ′(x)

n

ε y(i) i



ε y(0) ypred(0) B(0)

n− 1 ε y(n− 1) ypred(n− 1) B(n− 1)

n ε t ncorr nrob ncondrob

ypred(i)

B(i)

ncorr nrob

ncondrob



ε



#ξ #α ξα

αi #α

ξi #ξ

#xi S n

hL L ξα Errnξα(hL)

Errnξα(hL) =
d

n

with d = |{i : ( ραiR
2
% + ξi) ≥ 1)}|

ρ R2
% c ≤ K( #X, #x′) ≤ c+R2

%

#x #x′ c K ρ = 1

d−+ = |{i : yi = 1 ∧ ( ραiR
2
% + ξi) ≥ 1)}|

d+− = |{i : yi = −1 ∧ ( ραiR
2
% + ξi) ≥ 1)}|

n+ = |{i : yi = 1}|
n− = |{i : yi = −1}|

(ραiR
2
% + ξi) ≥ 1 d−+

d+− n+



n− S ξα

Precnξα(hL) =
n+ − d−+

n+ − d−+ + d+−

Recnξα(hL) = 1−
d−+

n+

F1nξα(hL) =
2n+ − 2d−+

2n+ − d−+ + d+−

ξα

R(α)

f(x,α) xi (→ yi

xi ∈ Rn, i = 1, ..., l yi α
1
2 |yi − f(xi,α)|

Remp(α) =
1

2l

l
∑

i=1

|yi − f(xi,α)|

V η 0 ≤ η ≤ 1

1− η

R(α) ≤ Remp(α) +

√

V (ln(2lV ) + 1)− ln(η4 )

l



ξα



ξα

αi

αi = 0 i

ξα

d−+ d+− n+ n− ξα

ξα

ξα



η = 0.05





2 2

2

2

2

2



2





Experiments Models GitHub Docs

Default Codecarbon Efficiency Evaluation

Codecarbon Efficiency Evaluation

Date 2022-08-07 22:32:07 Source .\evaluation_task.py Git Commit 7d2dca15543bc0b757cd1cd67158647a6468a658

User fdillkoe Duration 6.5s Status FINISHED

Lifecycle Stage active

⋮

: : :

: : :

:

Description Edit

Parameters

Metrics (11)

Name Value

cpu_count � 4

cpu_energy � 1.631e-4

cpu_power � 1.142

duration � 518.5

emissions � 1.750e-4

emissions_rate � 3.374e-4

energy_consumed � 5.813e-4

gpu_energy � 0

gpu_power � 0

ram_energy � 4.181e-4

ram_power � 2.928

Tags

Full Path:file:///./mlruns/0/f7c9d2e8d0434868b787bfc75870f563/a...
Size: 2.56KB �

Artifacts

� emissions.csv

timestamp,project_name,run_id,duration,emissions,emissions_rate,cpu_power,gpu_power,ram_power,cpu_energy,gpu_energy,ram_energy
2022-08-07T21:16:07,ExGETa test,c8a4ab16-db34-4fb2-b69a-cd754445edd0,39.446857213974,1.3225093947206949e-05,0.0003352635642294
2022-08-07T21:17:07,ExGETa test,c8a4ab16-db34-4fb2-b69a-cd754445edd1,39.446857213974,1.3225093947206949e-05,0.0003352635642294
2022-08-07T21:18:07,ExGETa test,c8a4ab16-db34-4fb2-b69a-cd754445edd2,39.446857213974,0.9322509394720696,0.3352635642294458,100
2022-08-07T22:19:07,ExGETa test,c8a4ab16-db34-4fb2-b69a-cd754445edd3,939.44687213974,0.9322509394720696,0.3352635642294458,100
2022-08-07T22:20:07,ExGETa test,c8a4ab16-db34-4fb2-b69a-cd754445edd4,839.44685213974,0.9322509394720696,0.3352635642294458,100
2022-08-07T22:32:06,codecarbon,776ce8d4-0ab6-4d4d-960d-3b4c6e87773b,518.5056309700012,0.00017496802673056626,0.000337446724355





Net Power Consumption : 1.3 kWh Net Carbon Equivalent : 2.8 kg

Infrastructure Hosted at north rhine-westphalia, Germany
Power Consumption Across All Experiments : 1.3 kWh Last Run Power Consumption : 0.4 kWh
Carbon Equivalent Across All Experiments : 2.8 kg Last Run Carbon Equivalent : 0.9 kg

Carbon Footprint
Measure Compute Emissions

Across All Projects

1.74 %
of weekly
American
household
emissions

7 miles
driven

1 days
of 32-inch
LCD TV

watched

Exemplary Equivalents

Global Benchmarks

Emissions Equivalent

Energy Mix

Select a Project
ExGETa test ×

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Carbon Equ



References
• Energy Usage Reports: Environmental awareness as part of algorithmic accountability
• Quantifying the Carbon Emissions of Machine Learning
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γ

γ
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Bounds and Measures Report

Vapnik Chervonenkis dimension: 35

Estimated Recall: 0.61

Observed Recall: 0.9112903225806451

Estimated Precision: 0.7439024390243902

Observed Precision: 0.9826086956521739

Estimated F1 measure: 0.6703296703296703

Observed F1 measure: 0.9456066945606695

Estimated Error: 0.7

Test Error Bound: 0.8994495032341326

Observed Test Error: 0.08666666666666667

---------------------------------------------------------------------------------------------

Test Accuracy exceeds that of a naive most-frequent-class classifier and is higher

than 75%.

 

Test Error is within the bounds.

Probability for the bound holding is 95 percent.
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