6 Naturlichsprachliche Systeme

Die menschliche Sprachfahigkeit ist eine der verbluffendsten Intelligenzleistun-
gen des Menschen. Verbliffend deshalb, weil sie nachgewiesenermaflen mit au-
Berst komplexen Strukturen zu tun hat (kontextsensitiven Sprachen) und doch
von jedem Kleinkind, sogar einem debilen Kind, erlernt wird. Verbliffend auch,
weil Menschen einander verstehen kénnen, obwohl die Sprache mehrdeutig ist.
Menschen bilden mehr oder weniger wohlgeformte Texte und erkennen, welche
Texte wohlgeformt sind und welche nicht (Syntax). Menschen machen mit
sprachlichen Mitteln wahre oder falsche Aussagen. Ein Text kann wie eine For-
melmenge widersprichlich, unzutreffend oder wahr sein (Semantik). Menschen
handeln mithilfe von Texten (Pragmatik), und zwar in zweierlei Hinsicht. Erstens
veranlassen sie eine Handlung oder koordinieren eine gemeinschaftliche Hand-
lung, indem sie miteinander reden. Wenn ich im Restaurant dem Kellner sage,
welches Gericht ich gern essen mochte, werde ich es hdchstwahrscheinlich be-
kommen. Der Kellner wird nicht dariber sinnieren, ob mit "Gericht" eine juristi-
sche Institution gemeint ist. Er wird meine Frage, ob ich ein vegetarisches Essen
bekommen kann, nicht einfach mit "ja' beantworten, sondern es auch bringen.
Sollte ich aus Versehen einen unvollstéandigen Satz geauRert haben, wird auch das
ihn nicht storen. Das Reden wirkt sich aus, es veranla3t andere zum Handeln.
Zweitens ist schon das Reden selbst eine Handlung: ein Wunsch, eine Bestellung,
eine Aufforderung, ein Befehl, eine Drohung, eine Warnung, ein Vorwurf, eine
Anschuldigung, eine Verurteilung, ein Dank, ein Kompliment, ein Trost, ... Einige
Handlungen sind nur sprachlich auszufihren wie etwa der Eid und die Taufe.

Das Verbluffen dber die menschliche Sprachfahigkeit st vielleicht in der
Kluft zwischen Fertigkeit und Wissen begriindet: wir alle haben die Fertigkeit, mit
einer (oder gar mehreren) natlrlichen Sprache umzugehen und kein Mensch
bisher hat ausreichendes Wissen Uber diese Fertigkeit, um sie vollstandig zu mo-
dellieren.

6.1 Einfdhrung

Auch innerhalb der sprachverarbeitenden KI gibt es eine kognitive, eine theore-
tische und eine anwendungsorientierte Ausrichtung. l|hre konkrete Auspréagung
wird kurz vorgestellt, bevor ein idealisiertes sprachverarbeitendes System skiz-
ziert wird, das die einzelnen Komponenten wund ihre Wissensquellen vorstellt, die
dann in den weiteren Abschnitten besprochen werden.

6.1.1 Kognitionsorientierte Arbeiten

Die kognitive Ausrichtung sprachverarbeitender KI versucht, sprachliche Pro-
zesse beim Menschen zu modellieren. Das System ist eine Simulation kognitiver
Vorgdnge beim Menschen. Wie bilden wir einen Satz? Wie verstehen wir einen
Text? Das beginnt mit der Wahrnehmung von Lauten und ihrer Zuordnung zu Zei-
chen und setzt sich bis zum Verstehen von Texten und ihrer Zuordnung zu Hand-
lungen fort. Bei der kognitiven Ausrichtung ist die sprachverarbeitende Kl auf
psychologische oder psycholinguistische Arbeiten angewiesen. Die Kl operatio-
nalisiert ein psycholinguistisches Modell, so dal3 mit der Simulation Experimente
durchgefihrt werden konnen. Ein Modell zur Satzgenerierung wird im folgenden
vorgestellt. Naturlich gibt es noch viele andere Phanomene, die psycholingui-
stisch untersucht wurden, zum Beispiel das Geschichten-Verstehen und -
Wiedergeben.



Levelt (1989) gibt ein Prozelmodell eines Sprechers an, das aus drei Kompo-
nenten besteht:

« Der Konzeptualisierer wahlt aus, was gesagt werden soll. Dabei wahlt die
Makroplanung gemafd einer Intention des Sprechers einen Plan fur die Ge-
samtaullerung aus und ordnet die einzelnen Planschritte linear an. Die Mi-
kroplanung bestimmt die Perspektive und die Betonungen fir die einzel-
nen TeilauRerungen. Das Ergebnis des Konzeptualisierers enthadlt alle In-
formationen, die man zur Erzeugung natirlichsprachlicher AuRerungen
braucht. Obendrein beinhaltet der Konzeptualisierer eine Selbstbeobach-
tungsinstanz, die bereits gedulerte (Teil-)Satze oder Satzplane auf Wohlge-
formtheit und Verstandlichkeit hin Gberprift.

e Der Formulator Ubersetzt das Ergebnis des Konzeptualisierers in gram-
matische Strukturbeschreibungen und phonologische Strukturen. Dabei
wird ein Lexikon verwendet, das semantische, syntaktische und phonologi-
sche Information enthélt. Die semantische Information im Lexikon kann
direkt mit der semantischen Information aus den Satzplanen abgeglichen
werden. Die mit demselben Wort verbundene syntaktische Information
schrénkt dann weitere Wahlmdglichkeiten ein. Das Ergebnis ist ein Arti-
kulationsplan.

e Der Artikulator schliefllich realisiert den Artikulationsplan mithilfe der
Atmung und der Sprechwerkzeuge (Zunge, Gaumen/Zahne/Rachen, Lip-

pen).

Gesprochene Sprache wird mit einer Rate von zwei bis drei Wortern pro Se-
kunde, etwa 15 Phoneme pro Sekunde gedufBert (Busemann, Novak 1992 in Gorz
(ed) 1992). Wenn der Artikulator warten wirde bis Konzeptualisierer und For-
mulator alles vorausgeplant haben, wirde es im Redeflu@ lange Pausen geben.
Dies ist nicht der Fall. Deshalb nimmt man ein Kaskadenmodell an: jede Kompo-
nente schickt alle Teilergebnisse fortlaufend auf eine Ausgabekaskade, die Uber-
lauft, so daR eine Eingabe in die nachste Kaskade entsteht. Es ist unklar, wie
schnell eine Ausgabekaskade Uberlauft, wie gro3 die Teilergebnisse sind, die
schon weitergegeben werden. Immerhin kann das Kaskadenmodell erklaren, wie
sowohl parallel als auch seriell verarbeitet werden kann. Das folgende Bild ist Bu-
semann, Novak (1992) entnommen und illustriert, wie der Formulator aufgrund
syntaktischer Beschrankungen die Reihenfolge, die vom Konzeptualisierer vor-
gegeben wurde, umstellt. Wahrend "Gestern auf dem Bahnsteig traf ich Ruth." ein
wohlgeformter deutscher Satz mit der Abfolge Zeit, Ort, Ereignis ist, ist "Gestern zu-
hause arbeitete Hans." nicht syntaktisch wohlgeformt.

Konzeptualisierer Zeit Ort Ereignis
Formulator ‘l
Artikulator Gestern pause arbeitete Hans  zuhause.

Die Pause im Redeflu® erklart sich durch die Umstellung der vom Konzeptua-
lisierer vorgegeben Abfolge. DeSmedt (1990) hat eine Simulation der Satzgenerie-
rung implementiert.



6.1.2 Der Beschreibungsansatz

Die theoretische Ausrichtung der sprachverarbeitenden KI will die Sprachféhig-
keit operational beschreiben. Das System, das die operationale Beschreibung dar-
stellt, mul3 nicht genauso funktionieren wie ein Mensch. Unter kognitiven Ge-
sichtspunkten kann es aso ruhig falsch sein. Es mul3 aber Syntax, Semantik,
Pragmatik sprachlicher Phanomene beschreiben oder sogar erkldren, aso be-
schreibungsadaquat oder sogar erklarungsadaquat sein. Dabei ist die sprachver-
arbeitende KI auf linguistische und sprachphilosophische Arbeiten angewiesen.
Dies Verhdltnis der Kl zur Linguistik unterscheidet sich von ihrem Verhdtnis zur
Psychologie. Wahrend die psychologischen Untersuchungen, die von Teilberei-
chen der Kl herangezogen werden, die Rolle der Materialsammlung spielen, auf-
grund derer eine Hypothese Uber menschliches Verhalten zuriickgewiesen oder
bestéarkt werden kann, sind die linguistischen und sprachphilosophischen Arbei-
ten, die bei der Entwicklung natirlichsprachlicher Systeme Verwendung finden,
bereits konstruktive Theorien, die sich desselben formalen Apparates33 bedienen
und ihn ebenso weiterentwickeln wie es die Informatik tut. Nur ein Schlaglicht:
Jeder Informatik-Student kennt die Chomsky-Hierarchie fur Sprachen und Noam
Chomsky ist ein Linguist. Die sprachverarbeitende Kl muf3 also eine systematische,
formale Theoriebildung einer anderen Disziplin bertcksichtigen. Die Darstellung
linguistischer Theorien erfordert eine Reihe von Spezialvorlesungen und Semi-
naren und kann nicht nebenher in einer Einfahrung in die KI geschehen. Hier
kann nur darauf hingewiesen werden, dafl3 aullerste Vorsicht bei Urteilen Uber die
natlrliche Sprache geboten ist. Insbesondere warne ich vor dem Fehlurteil, na-
tirliche Sprachen seien mit simplen Techniken, wie sie fir kinstliche Sprachen
ausreichen mogen, in den Griff zu bekommen. Wenn auch ein Parser fir natirli-
che Sprachen an einen Compiler fir Programmiersprachen zu Recht erinnert, so
darf die Entwicklung einer Syntaxtheorie fir natlrliche Sprachen keinesfalls auf
die Entwicklung von Programmiersprachen reduziert werden: nicht nur ist allein
schon ihre Syntax komplexer as die einer Programmiersprache - sie ist oben-
drein eingebettet in die komplexe Semantik und Pragmatik natlrlicher Sprachen.

Das Programm der Grammatiktheorie (Syntax) ist gemal Chomsky so ange-
geben:

1) eine rekursive Aufzahlung aller potentiellen Grammatiken
2) eine Aufzahlung aller potentiellen Satze einer Grammtik

3) die konstruktive Definition einer Strukturbeschreibung und die Angabe
einer Funktion, die einem beliebigen Satz gemdR einer Grammatik eine
Strukturbeschreibung zuordnet.

Die Semantiktheorie mufl3 den Strukturbeschreibungen oder deren Umfor-
mungen Sinn und Bedeutung zuweisen. Die Semantik soll also sowohl sprachli-
chen Ausdricken eine Extension (also eine Menge von Objekten) zuordnen als
auch die Bedingungen explizieren, unter denen ein Ausdruck sich auf diese Men-
ge bezieht (Intension). Esist also alles so ahnlich wie bei der Logik, nur kompli-
zierter, weil nicht von vornherein eine eingeschrankte Kunstsprache vorliegt.
Der Sinn oder die Intension eines Ausdruckes wird as eine Funktion mit mogli-
chen Welten als Argumenten und moéglichen Individuen (Objekten) als Wertebe-
reich betrachtet. Der Sinn oder die Intension eines Satzesist eine Funktion mit
mdoglichen Welten als Argumente und Wahrheitswerten as Wertebereich. Die ln-
tension bestimmt also, wann ein Satz wahr oder falsch ist. Dal3 er wahr ist, macht -
nach wie vor - seine Bedeutung aus. Bei natirlichen Sprachen ist auRerdem ein

331 ogik, Produktionensysteme, Funktionstheorie, Termersetzungssysteme, Automatentheorie



Gebrauchskontext (z.B. im Restaurant, nach der AuRerung eines bestimmten Tex-
tes, von wem gedul3ert,...) zu berlcksichtigen. Also sind nicht nur mdogliche Wel-
ten, sondern auch Gebrauchskontexte Argument der Sinnfunktion. Ein Paar, be-
stehend aus einer moglichen Welt und einem Gebrauchskontext, heist Referenz-
punkt. Montague konstruierte die semantische Funktion fir Sétze so, da’3 sie Refe-
renzpunkte als Argumente und Wahrheitswerte als Werte hat.34 Damit sind be-
stimmte pragmatische Bedingungen bereits in die Semantik einbezogen: wer von
wo aus spricht, Zeigegesten, welcher Kommunikationskanal gewahlt wurde
(Telefon ist zeitgleich, raumverschieden, ein hinterlassener Zettel ist raumgleich,
zeitverschieden). Andere Autoren rechnen solche Bedingungen nicht zur Seman-
tik.

Die Pragmatik beschaftigt sich mit sprachlichem Handeln und Kommuni-
kationsverhalten. Die Dialoggestaltung mit ihren Regeln der Ubernahme der In-
itiative (turn taking), dem regelhaften Ubergang von einem Themenkomplex zum
anderen, den Kommunikationsmaximen und dem Aushandeln von Rollen bei den
Kommunikationspartnern kann als zentrales Untersuchungsgebiet betrachtet
werden. Waren bei der Syntax die Strukturbeschreibung und bei der Semantik
Sinn und Bedeutung die zentralen Begriffe, so mull bei der Pragmatik das
(kommunikative oder sprachliche) Handeln konstruktiv definiert werden. Ob die
Einflisse von Vorwissen, Zeit und Raum der Redepartner der Semantik oder der
Pragmatik zugeordnet werden, ist bei verschiedenen Autoren unterschiedlich.
Naturlich werden in der Pragmatik weiterhin syntaktische und lexikalische Ein-
heiten behandelt. An ihnen ist jetzt nur ein anderer Aspekt interessant. Ein Zettel
an der Tdr "bin in einer Stunde zuriuck" oder der Eintrag in das Logbuch eines
Schiffes "der Kapitan war heute nichtern" sind eben auch Satze, Ketten von Pho-
nemen. Die Bezeichnungen "Syntax", "Semantik" und "Pragmatik" beziehen sich
nicht auf unterschiedliche Dinge, sondern auf unterschiedliche Fragestellungen
bei der Untersuchung dieser Dinge.

6.1.3 Anwendungen sprachverarbeitender Kl

Die Anwendungen sprachverarbeitender Kl sind direkt oder indirekt. Direkte An-
wendungen sind zum Beispiel:

« maschinelle Ubersetzung wie beim kanadischen Wetterdienst, wo auto-
matisch zwischen englisch und franzdsisch Ubersetzt wird, oder Uberset-
zungsunterstutzung;

e textverstehende Systeme, bei denen ein System aus Texten Information
entnimmt (message understanding, information extraction);

¢ Zugangssysteme (Frage-Antwort-Systeme oder Dialogsysteme), bei denen
Informationen (z.B. aus einer Datenbank) in natdrlicher Sprache erfragt
und, bei Dialogsystemen, auch natirlichsprachlich Dbereitgestellt werden
kdnnen;

e Schreibunterstitzungssysteme, die Texte auf Rechtschreibung, Gramma-
tik und Stil hin untersuchen und Verbesserungen vorschlagen.

34 Die Zusammenfassung der Zielsetzungen von Syntax und Semantik lehnt sich stark an die von Wolfgang
Stegmuiller an: "Hauptstromungen der Gegenwartsphilosophie, Band 11", Stuttgart, 1987. Eine ausfuhrlichere,
linguistische Einfuhrung gibt Dieter Wunderlich "Grundlagen der Linguistik”, Reinbek, 1974. Zu speziellen
Verfahren und Theorien sind beide Biicher tiberholt, nicht aber zum grundsétzlichen Ansatz. Die Arbeit von Mon-
tague kann am besten bei Dowty nachgelesen werden, nicht bei ihm selbst, da er zu friih starb, as dal3 er es noch
versténdlich darstellen konnte.



Durch die ungeheure Fille von naturlichsprachlichen Dokumenten im In-
ternet oder auch einfach in Freitext-Eintrdagen von Datenbanken ist der Bedarf an
textverstehenden Systemen stark angestiegen. Dabei wird nicht erwartet, dal3 die
Texte grundlich analysiert werden. Vielmehr sollen die sprachlichen Strukturen
soweit analysiert werden koénnen, dal3 eine ungefahre Ubersicht (ber den Inhalt
des Textes gegeben wird. Hier soll die rein statistische Herangehensweise, die die
sprachlichen Strukturen aufRer acht |aRt, ersetzt werden. Die linguistische Analy-
se kann aber auch einer statistischen Verarbeitung vorausgehen (z.B. die Reduk-
tion der Worter im Text auf ihre Stammformen (Morphologische Analyse
6.3.16.3.1) vor der statistischen Analyse).

Als ebenso wichtig wie die direkten Anwendungen erscheinen mir aber die
indirekten Anwendungen linguistischer oder kommunikationswissenschaftlicher
Forschung in der Informatik:

e Selbst wenn kein natlrlichsprachlicher Satz oder Text von einem System
verwendet wird, sollte das System in seiner Interaktion mit Menschen
nach deren Regeln der Kommunikation gestaltet werden. Selbst wenn mit-
hilfe graphischer Objekte kommuniziert wird, so gelten doch die Regeln
linguistischer Pragmatik, nach denen Menschen unbewuf3t handeln.

e Rechnereinsatz verandert Kommunikationsablaufe in Firmen oder Behor-
den. Wenn dieser Aspekt nicht berlcksichtigt wird, kann statt einer Stei-
gerung der Produktivitdt und Effektivitdt deren Minderung hervorgerufen
werden.

* Die neuen Medien (e-mail, world wide web) bieten neue Moglichkeiten
sprachlichen Handelns. Diese Moglichkeiten konnen besser genutzt wer-
den, wenn die Systeme zu ihrer Unterstitzung auf der Grundlage linguisti-
scher Erkenntnisse, zumindest aber mit sprachlichem Fingerspitzengefihl
entworfen werden.

Da die KI stets den Menschen mit seinen Fertigkeiten wund Disziplinen wie
Psychologie, Linguistik, Philosophie mit ihrem Wissen beachtet hat, kann die KI-
Ausbildung vielleicht etwas von dem nétigen Feingefihl bei der Gestaltung und
Einfuhrung von Systemen vermitteln.

6.1.4 Uberblick lber ein sprachverarbeitendes System

Als Orientierung fur die folgende Behandlung der Komponenten und ihrer Wis-
sensquellen wird hier ein idealisiertes natlrlichsprachliches System (NLS) darge-
stellt. Dabei wird nicht festgelegt, ob dieses System ein Zugangssystem, ein
Schreibunterstitzungssystem oder Teil eines Ubersetzungssystems ist. Die Archi-
tektur von NLS kann mit dem folgenden Bild angegeben werden, dessen einzelne
Komponenten wir im folgenden genauer kennenlernen werden:
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Dabei geben die Kastchen Komponenten, die nicht umrandeten Bezeichnun-
gen Zwischenergebnisse bzw. Ein- und Ausgabe und die gerundeten Kastchen Wis-
sensquellen an.

Das Wissen Uber Worter ist im Lexikon abgelegt. Die Morphologie analysiert
Wortformen oder generiert eine flektierte Wortform. So wird z.B. das zusammenge-
setzte und flektierte Wort "Kaufhausern" in die Bestandteile Kauf, Haus und Akkusativ-
Plural-Endung zerlegt. Schon so eine Zerlegung kann schwierig sein. Wenn z.B. ge-
rade von einer Pferdenadrrin namens Blumento die Rede war und danach das Wort
Blumentopferde kommt. Flexionen werden ebenfalls in der Morphologie behandelt.
So wird aus lauf und 3. Person Singular, Prasens, Indikativ wird lauft generiert. lauf ge-
hort zur Klasse der im Présens regelmafRigen Verben mit Umlautung. Im Lexikon
steht auch, da laufen ein intransitives Verb (vi) ist. FUr so ein einfaches Wort wie
Hans wird im Lexikon wohl nur Nomen, vielleicht auch das Merkmal mensch stehen,
da es viele Verben gibt, die nur bei Menschen verwendet werden (essen statt fres-
sen). Natdrlich gibt es mehrdeutige Worter wie z.B. SchloR, denen zwei verschiedene
Bedeutungen zugeordnet werden, schlol und schlofR2.

Die Syntax verwendet bei der Analyse das Ergebnis der Morphologie oder
gibt sein Ergebnis bei der Generierung an die Morphologie weiter. Wenn das Sub-
jekt des Satzes im Singular ist, so mul3 das flektierte Verb in der 3.Person Singular
sein. Kategorien wie Subjekt oder intransitives Verb werden in der Grammatik ver-
wendet, um Regeln des Satzbaus auszudrlicken. Eine einfache Regel teilt jeden Satz
in einen Nominal- und einen Verbteil. Bei transitiven Verben enthdlt der Verbteil
dann wiederum einen Nominalteil, bei intransitiven Verben nicht. Manche Satze
sind syntaktisch mehrdeutig. So kann bei dem Satz Uta ist fertig zum Filmen entweder
Uta filmen oder jemand filmt Uta. Das ergibt unterschiedliche Satzstrukturen:
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Bei der Analyse naturlichsprachlicher AuRerungen wird das Ergebnis der
syntaktischen Analyse an die Semantik-Komponente weitergegeben. Semanti-
sches Wissen ist einerseits auf Zustande in einer Welt gerichtet, in der ein Satz
wahr ist. Wir kénnen uns dies als A-Box eines Termsubsumptionssystems, as Wis-
sensbasis oder als Datenbank vorstellen. Andererseits ist semantisches Wissen auf
die Reprasentation von Begriffen und ihre Relationen gerichtet. Wir kénnen uns
dies als T-Box eines Termsubsumtionssystems vorstellen. Eswird eine semantische
Wohlgeformtheit definiert, die etwa Chomskys berihmten Satz Grine Ideen schlafen
witend ablehnt. Die Semantik kann sinnlose Interpretationen eines Satzes aus-
schlieen und somit manche syntaktisch mehrdeutigen Sétze eindeutig machen.
Mullers sahen den Film auf dem Flug nach New York drickt natlrlich aus, dal3 Miullers
geflogen sind und sich dabei einen Film ansahen - Filme kdnnen nicht fliegen.
Hier sieht man, da Wissen Uber sprachliche Begriffe und Wissen Uber die Welt
eng verknupft sind. Deshalb z&hlen einige Linguisten solche Auflésung von
Mehrdeutigkeiten zur Pragmatik. Die Semantik hat auferdem mit semantischen
Mehrdeutigkeiten zu kampfen. Udo mochte eine Kinstlerin heiraten hat die folgenden
zwei Bedeutungen:

O x | kiunstlerin (x) & mochte(hans, heiraten(hans, x)) oder
mochte (hans, O x| kinstlerin(x) & heiraten(hans, x)).

Im ersten Fall gibt es eine bestimmte Frau, die Hans heiraten moéchte und die-
se ist Kunstlerin. Im zweiten Fall moéchte Hans eine Kiinstlerin heiraten -- welche
auch immer.

Die Pragmatik verbindet AuRerungen mit dem sprachlichen und aufer-
sprachlichen Kontext. Das Text- oder Dialogwissen beschreibt Regelhaftigkeiten
beim Dialog bzw. beim Textaufbau. Der Bezug zu dem vorher gedullerten Text er-
moglicht die Auflésung von Anaphora. Anaphora sind riickbeziigliche AuRerun-
gen wie z.B. Pronomen. In Hans lauft. Er will den Bus erreichen. bezieht sich er auf
Hans. Auch solche Anaphora kénnen mehrdeutig sein. Hans lieR das Glas auf das Par-
kett fallen und zerbrach es. Hier konnte das Glas oder das Parkett zerbrechen. Wissen
Uber die Zerbrechlichkeit von Gegenstanden erlaubt die Auflésung der Mehrdeu-
tigkeit.

Das Dialoggedéachtnis speichert, wer was worlber bereits gesagt hat und stellt
den Bezug zwischen den AuRerungen verschiedener Dialogpartner her. Wenn
sich zwei gegenubersitzen, kann das rechte Regal und das linke Regal sich auf dassel-
be Regal beziehen. Auch das im Partnermodell gespeicherte Vorwissen sowie die
angenommenen Ziele der Dialogpartner werden berlcksichtigt, soweit sie aus dem
vorangegangenen Text hervorgehen. Wenn z.B. Mirjam sagt Der Bus zum Bahnhof
Langendreer fahrt um 10 nach 12 und hinterher von dem 10 nach Bus spricht, so meint
sie den Bus zum Bahnhof Langendreer, auch wenn der tatsdchlich erst 15 Minuten
nach 12 fahrt.



Die Pragmatik greift nicht nur auf linguistisches Wissen zu, sondern beruck-
sichtigt auch einen Handlungszusammenhang, der sprachlich sein kann, aber
nicht sein muR. Wenn zB. Uta, Hans und Mirjam gemeinsam den Bus erreichen
wollen, Hans loslauft, Mirjam ebenfalls schneller wird, Uta aber ruhig weitergeht,
so steht Mirjams AuRerung Hans lauft in einem ganz bestimmten Zusammenhang.
Die AuRerung kann dann ein Vorwurf an Uta sein und eine Aufforderung, eben-
falls zu laufen.

6.2 Syntax

Syntax bezieht sich meistens auf die Syntax von Sétzen, obwohl auch Wérter und
Texte unter dem syntaktischen Aspekt untersucht werden. Eine Grammatik legt
fest, welche Séatze wohlgeformt sind und welche nicht. Eine Grammatik ist ein Au-
tomat, der alle wohlgeformten Sétze erkennt und keine anderen bzw. nur wohlge-
formte Sétze erzeugt und zwar alle. Da es unendlich viele Sétze gibt, mul3 die
Grammatik rekursiv sein, wenn wir sie in endlich vielen Regeln schreiben wol-
len. Wahrend bei formalen Sprachen das Alphabet E aus Zeichen besteht und die
Halbgruppe E* aus Wortern, besteht E bei natirlichen Sprachen aus Kategorien
(Konstituenten) und E* aus Satzen.

Um eine Grammatik schreiben zu konnen, brauchen wir also

* ein Vokabular (Alphabet), mit dem wir Kategorien (Klassen von Wadrtern
und umfangreicheren Satzteilen) bezeichnen kodnnen,

* Regeln, die uns angeben, wie Kategorien in Unterkategorien unterteilt
werden (immediate dominance)

* Regeln, die uns angeben, in welcher Reihenfolge Kategorien auftreten
koénnen (linear precedence),

wobei die letzten beiden Punkte mit denselben Regeln dargestellt werden
konnen. Die genaue Einordnung der naturlichen Sprachen in die Chomsky-
Hierachie ist noch strittig. Diese gruppiert die Sprachklassen nach der Méachtig-
keit, wobei die oberen die unteren enthalten:

rekursiv aufzahlbare Sprachen (Typ O0)
#
kontextsensitive Sprachen (Typ 1)
#

indizierte Sprachen
#
kontextfreie Sprachen (Typ 2)
#

reguléare Sprachen (Typ 3)

Das Wortproblem, d.h. ob ein Ausdruck in einer Sprache enthalten ist, ist bei
Sprachen des Typs 0 aufgrund des Halteproblems nicht algorithmisch Idsbar. Das
des Typ 1 ist zwar algorithmisch ldsbar, allerdings wachsen die Kosten exponienti-
ell. Das Wortproblem bei den Typ 2 Sprachen ist algorithmisch gut Idsbar und bei
den Typ 3 Sprachen sogar optimal |dsbar.

Die natirlichen Sprachen koénnen nicht mit einer reguldren Grammatik be-
schrieben werden, so ist beispielweise im Englischen der Satz:

A doctor (whom a doctor)M (hired)™ hired another nurse.



wohlgeformt, allerdings nicht mit einer regularen Grammatik zu erkennen.
Naturliche Sprachen sind nicht immer kontextfrei, da Sprachkonstrukte wie

aMpNcMdnN in einigen natirlichen Sprache moglich sind, die nicht von einer kon-
textfreien Grammatik erkannt werden koénnen (G. Gazdar, C. Mellish 1989). Eswer-
den nun Sprachklassen zwischen kontextfreien und kontextsensitiven Sprachen
untersucht, wie z.B. die indizierten Sprachen, die rekursive Merkmale verwenden.

Daunser Interesse nicht darin besteht, eine natlrliche Sprache vollstandig
zu beschreiben, konnen wir diese sprachtheoretischen Fragen hier beiseite las-
sen.

6.2.1 Satzteile

Was sind nun diese Kategorien, Konstituenten oder Phrasen, aus denen Satze zu-
sammengesetzt sind? Es gibt bestimmte Teile in einem Satz, die nur zusammen ver-
schoben werden konnen (Verschiebeprobe). Diese Teile bilden eine Konstituente.
Nicht wohlgeformte Satze werden durch einen Stern markiert.

Die schwarze Katze jagt den kleinen Hasen.
Den kleinen Hasen jagt die schwarze Katze.
Jagt die schwarze Katze den kleinen Hasen?

*Die schwarze jagt Katze kleinen den Hasen.
*Die kleinen Hasen jagt den schwarze Katze.

Hier haben wir die drei Konstituenten: Die schwarze Katze, jagt, den kleinen
Hasen. Diese Konstituenten konnen wir nun weiter aufteilen. Die Ersetzungsprobe
setzt fur jeden Bestandteil einer Konstituente etwas anderes ein und stellt fest, ob
das Ergebnis ein wohlgeformter Satz ist.

Die graue Katze Die verfressene Katze Die Katze Omas schwarze Katze
. jagt den kleinen Hasen

*Der schwarze Katze *Das schwarze Katze *Katze *Bringen schwarze Katze
. jagt den kleinen Hasen

Wir kénnen uns auch fragen, in welchen Kontexten jagt vorkommen kann.
Auf diese Weise erhalten wir die Distribution von Teilsdtzen oder Wortern. Alle
Worter oder Teilsdtze, die im selben Kontext vorkommen kdénnen, sind distributi-
onsaquivalent. Im Beispiel sind {schwarze, graue, verfressene}, {Die, Omas},
{Katze, Hundin} distributionsaquivalent und bilden damit jeweils die Extension ei-
ner Kategorie. Durch die Ersetzungsprobe mit dem leeren Wort erfahren wir auch,
dal} Die Katze zusammen vorkommen mul3. Wir teilen also die Konstituente Die
schwarze Katze weiter auf in die Konstituenten Die Katze und schwarze. Da Die auch
noch vor anderen Wortern als Katze vorkommt, teilen wir die Konstituente Die Kat-
ze in Die und Katze. Analog verfahren wir mit den kleinen Hasen. Wenden wir Ver-
schiebeprobe und Ersetzungsprobe auf sehr viele Beispiele, groRe Texte, an, so er-
halten wir viele extensionale Kategorien, die sich moglicherweise Uberschneiden.
Diese extensionalen Kategorien werden dann benannt oder durch Merkmale be-
schrieben. Dies wollen wir hier natirlich nicht durchfihren - schliellich gibt es
bereits linguistisches Wissen Uber Kategorien! Im Beispiel kdonnen wir {Die schwar-
ze Katze, Die graue Katze, Die verfressene Katze, Die Katze, Omas schwarze Katze, Die schwarze
Hundin,..} as Nominalphrase (NP) bezeichnen, {Die} as Artikel, {schwarze, graue,
verfressene} as Adjektive, und {Katze, Hundin} als Nomen (N).

Das Beispiel zeigt, da3 der Satz (S) als oberste umfassendste Konstituente oder
Kategorie oder Phrase aus weiteren Kategorien besteht, die wiederum aus weiteren
Kategorien bestehen, und so fort bis die nicht mehr zerlegbare Kategorie (hier:



eine Wortklasse) erreicht ist. Eine Kategorie dominiert die Kategorien, in die sie
zerlegt wird. Im Beispiel dominiert Sdie Konstituenten NP, Artikel, Adjektiv, N...
Von diesen dominiert der Satz nur die NP direkt (immediate dominance).

Das Beispiel zeigt aul’erdem, dal? manche Kategorien in fester Reihenfolge
stehen: so mufl der Artikel vor dem Nomen stehen, auf das er sich bezieht - egal
wieviel dazwischen steht. Das Verb ist im Deutschen in Aussagesdtzen die zweite
Konsituente (Verbzweitstellung). Dies illustriert die linear precedence.

Wir erhalten als syntaktische Struktur fir unseren Beispielsatz:

Hier ist die Abfolge (von links nach rechts) und die Dominanzrelation (von
oben nach unten) in einer Struktur wiedergegeben. Esist die Beschreibung fur
eine Fllle von Séatzen, allerdings ist sie auch noch etwas zu grobkérnig, denn diese
Struktur deckt auch nicht wohlgeformte Sadtze ab wie etwa

*Die grune ldee schléft das rote Hasen.
Um solche Séatze auszuschlielen, brauchen wir noch feinere Kategorien.

Jede Schulgrammatik bietet ein Vokabular an Kategorien an. Hier ist eine
kurze Ubersicht:

Artikel definit (bestimmt) singular: der, die, das, plural: die, indefinit
(unbestimmt): ein, eine, plura: -

Quantor alle, einige, jeder, relativ viele, fast alle, drei, ...

Adjektiv singular: roter, rote, rotes, plural: roten, Komparativ: groRere ..., Superlativ
(und Elativ): groRter...

Substantiv. (Nomen) Eigennamen: Hans, Kontinuativa: Wasser, Luft, Gerechtigkeit,
Gerundium eines Verbs: Laufen halt fit, normale N: Haus, Hauser, Maler

Pronomen Possessivpronomen: mein, dein, sein..., Personalpronomen: ich, mir, mich,
du, dir, dich..., Demonstrativa: dieser, dieses, diese

Verb intransitiv (ohne Objekt): schlaft, transitiv. (mit Akkusativobjekt): jagt, dit-
ransitiv. (mit Akkusativ- und Dativobjekt): etwas jemandem geben, Kopula: ist, Mo-
dalverb: konnte, mochte, sollte, Hilfsverb: wird, ist, war

Adverb zu einem Verb: zigig, langsam, zu einem Adjektiv: sehr, etwas, zu einem Satz:
freundlicherweise, leider

Préaposition in, auf, oben, am,...



Konjunktion und, oder, obwohl, aber, weil, jedoch, indem, ...

Weitere, feinere Kategorien werden durch Merkmale gebildet. Die klassi-
schen Merkmale sind:

Kasus: Nominativ, Genitiv, Dativ, Akkusativ,
Genus: feminin, masculin, neutrum,
Numerus: Singular, Plural,

Person: 1., 2., 3.

So ist die Klasse aller Substantive im Akkusativ. eine Unterkategorie
(Subkategorie) von N. Ebenso bilden alle Artikel im Akkusativ eine Unterkategorie
der Artikel. Allerdings werden diese Merkmale, da sie verschiedene Wortarten
verfeinern, nicht als eigene, benannte Wortarten notiert. Darlberhinaus mussen
Merkmale innerhalb und zwischen Konstituenten U(bereinstimmen: alle Worter in
einer NP haben denselben Kasus, Numerus und Genus, die NP im Nominativ und
das Verb der VP haben denselben Numerus und dieselbe Person. Diese Regeln las-
sen sich leichter ausdricken, wenn die Unterkategorien durch Merkmale und
nicht durch eigene Kategoriennamen ausgedriuckt werden. Die Subkategorisie-
rung der Wortarten erfolgt also durch Merkmale.

Eine Strukturbeschreibung unseres Beispiels mit Merkmalen ist:

Art. Adj. N \Y NP
nom. nom. nom.
sing. sing.  sing.
f f f sing. Art. Adj. N
trans. akk. akk. akk.
sing. sing. sing.
m m m

Die syntaktischen Rollen der Schulgrammatik wie Subjekt, Pradikat und Ob-
jekt sind hier durch die Dominanzrelation dargestellt: das Subjekt ist die NP, die
direkt von S dominiert wird, das Objekt ist die NP, die unmittelbar von der VP do-
miniert wird.

6.2.2 Parsing in Prolog

Ein Parser ist ein Algorithmus, der einen Satz als Eingabe nimmt und
entscheidet, ob er bezlglich einer gegebenen Grammatik wohlgeformt ist
und ihm - falls ja - eine Strukturbeschreibung zuordnet.

Mit Prolog konnen wir leicht einen nichtdeterministischen Top-Down Parser
programmieren. Ein Top-Down Parser beginnt mit dem Satzsymbol S, ersetzt dies
durch NP und VP, ersetzt jene wieder usw. bis die zum Satz passende Struktur ge-
funden ist. Da es verschiedene Regeln gibt, die eine Konstituente in ihre Nachfol-
gekonstituenten Uberfihrt, sind Parser mit einer top-down Strategie nichtdeter-
ministisch - sie missen eine Regelauswahl rickgangig machen kdnnen und die



nachste Regel probieren (Ruckziehverfahren).  Wir brauchen lediglich die
Grammatikregeln als Prolog-Klauseln zu schreiben!

Grammatik: Prolog-Klauseln
S-->NPVP s(L1,L):- np(L1,L2),vp(L2,L).
NP --> Det N np(L1,L):- det(L1,L2),n(L2,L).
Det --> die det ([die|L],L).
N --> Katze n([ katze| L], L).
N --> Ratte n([ratte|L],L).
VP --> V NP vp(L1,L):- v(L1,L2),np(L2,L).
V > jagt v(ljagt|L],L).

Dabei ist L1 die aktuell zu verarbeitende Eingabe, L2 der durch eine Konstitu-
ente erkannte (abgedeckte) Teil dieser aktuellen Eingabe, L der noch zu verarbei-
tende Rest der Eingabe. Die Verarbeitung eines Eingabesatzes ist gegluckt, wenn
-s(L1,[]) zum Widerspruch mit der Grammatik fihrt, wobei L1 der Eingabesatz ist.
Diese Listen werden auch Differenzlisten genannt.

6.2.2.1 Beispiel

Nehmen wir die oben angegebene Grammatik in Prolog und verfolgen den Be-
weispfad fur den Nachweis der Wohlgeformtheit des Satzes Die Katze jagt die Ratte.

Beweiszidle zum Beweis verwendete Regeln, Fakten:
- ([die, katze, jagt, die ratte],[]). s(L1, L):- np(L1, L2), vp(L2,L).
np([diekatze,jagt,dieratte],_1),vp(_1,[]) np(L1,L) :- det(L1,L2), n(L2,L).
det([die katze,jagt,dieratte], 2),n(_2, 1),vp(_1,[]) det([dig]L],L).

det([dielkatze;jagt,die ratte] [ katze, agt die, ratte]) erkannt!
n([katze,jagt dieratte],_1),vp(_L,[]) n([katzelL] L).

n([katze]jagt die ratte] [jagt,die ratte]) erkannt!
vp([jagt,dieratte] []) vp(L1,L) :- v(L1,L2), np(L2,L).
v([jagt,dieratte],_3),np(_3,[]) v([jagtL].L).

v((jagt|die ratte] [dieratte]) erkannt!

np([dieratte],[]) np(L1,L) :- det(L1,L2),n(L2,L).



det([dieratte],_4),n(_4,[]) det([dielL],L).
det([digJratte] [ratte]) erkannt!
n([rattel[]],[1) n([katzelL],L). nicht erkannt!

n([rattef]1,[1) n([rattelL], L).

n([ratte][]1,[]) erkannt! kein weiteres Ziel mehr - Eingabe wohlgeformt!

6.2.3 DCG

Die Prolog-Notation wird schnell unibersichtlich. Daher bietet Prolog eine andere
Notation an, die dichter an der Schreibweise der Grammatikregeln ist:

S --> np, vp. oder det --> [die].

Eine Grammatik in Prolog ist eine definite clause grammar (DCG), daim-
mer nur eine Konstituente (ein Kopfliteral) auf einmal expandiert werden kann.
Wir kdénnen also keine kontextsensitiven Regeln schreiben. Die DCG-Notation ist
stets von der Form:

NT --> W wobei Weine oder eine durch Kommata getrennte Folge der folgen-
den Moglichkeiten ist:

ein nichtterminales Symbol NT,
ein terminales Symbol,
das leere Zeichen (Wort ) [],

ein Prolog-Aufruf in geschweiften Klammern {wite ('NP gefun-
den!')}.

Da Prolog die DCG-Notation intern sofort in die oben angeflhrte Prolog-
Notation Uberfiihrt, sieht man beim Debugging die Prolog-Darstellung. Die DCG-
Notation unterscheidet sich von der Prolog-internen Notation dadurch, dal die
DCG-Notation die Liste der Eingabekette und die Liste der noch zu verarbeitenden
Worter nicht zeigt. Bei Quintus-Prolog sieht man auferdem eine leicht abweichen-
de Darstellung bei den terminalen Symbolen, die mit der Eingabe abgeglichen
werden:

n --> [katze] istinteren n (L1, L) :- 'C (L1, katze, L).

wobei ' C' ein Pradikat ist, das ein Element vor eine Liste hangt bzw. eine Liste in
das erste Element und den Rest zerlegt. So wird katze und L zu L1 = [katze| L].

6.2.4 Aufbau von Strukturbeschreibungen

Bisher haben wir die Grammatik nur dazu benutzt, eine Eingabe as wohlgeformt
oder nicht zu erkennen. Wir wollen aber eine Strukturbeschreibung herstellen.
Dazu nutzen wir die Mdoglichkeit von Prolog aus, mit Strukturen zu arbeiten, die
noch gar nicht bekannt sind. Wir halten fir die Struktur, die wir hinterher ha-
ben wollen, eine Argumentstelle frei. Zunachst steht dort nur eine Variable. st
die Eingabe aber erfolgreich abgearbeitet, ist die Variable durch die richtigen
Terme ersetzt.



Wenn das Ziel s(s(NP, VP)) bewiesen werden soll, sind NP und VP noch nicht
instanziiert. Die nachste Regel unifiziert NP mit np(D, N), so dal3 das neue Ziel ist:
s(s(np(D, N, VP)). Danach wird D mit det (die) unifiziert, N mit n(katze), schliel3-
lich VP mit vp(V, NP) und V mit v(jagt). Am Ende haben wir die Strukturbe-
schreibung als Substitutionsliste, mit der der Beweis gelang.

s(np(det (die), n(katze)),vp(v(jagt), det(die),n(ratte)))

Diese geschachtelte Struktur entspricht genau dem Baum, den wir als Struk-
turbeschreibung haben wollten.

Einfache DCG-Notation: DCG mit Strukturaufbau:
S --> np, vp. S(S(NP,VP)) --> np(NP), vp(VP).
np --> det, n. np(np(D,N)) --> det(D), n(N).
det --> [die]. det (det (die)) --> [die].
n --> [katze] n(n(katze)) --> [katze].
n-->Jratte]. n(n(ratte)) --> [ratte].
vp --> Vv, np. vp(vp(V, NP)) --> v(V), np(NP).
v -->[jagt]. v(v(jagt)) --> [jagt].

6.2.5 Syntax in DCG mit Merkmalen

Die einzigen Argumente von Pradikaten, die fur Satzteile stehen, waren bisher die
aufzubauenden Strukturen. Damit haben wir die Merkmale noch nicht berlck-
sichtigt, die die Kongruenz zwischen NP und VP, die beide von S dominiert werden,
und die Ubereinstimmung innerhalb einer NP sowie den Unterschied zwischen
intransitiven, ditransitiven und transitiven Verben darstellen. Jetzt sollen Merk-
male als Argumente der Konstituentenpréadikate eingefihrt werden. Dann kénnen
wir die Kongruenz im DCG- (oder Prolog-) Format sehr einfach ausdricken, indem
wir die Unifikation ausnutzen: soll ein Merkmal bei verschiedenen Konstituenten
einer Regel denselben Wert annehmen, so wird dieselbe Variable eingetragen.
Soll ein Merkmal einen bestimmten Wert annehmen, so wird dieser als Konstante
eingetragen.

S --> np(kasus:nom,person:3,numerus:Numerus),
vp(person:3,numerus:Numerus,subkat:VT).

np(kasus:K asus,person:P,numerus:Numerus) -->
det(kasus:K asus,numerus: Numerus,genus.G),
n(kasus:Kasus,numerus:Numerus,genus:G).

vp(person:P,numerus:Numerus,subkat:vi) -->
v(person:P,numerus:Numerus,subkat:vi).

vp(person:P,numerus:Numerus,subkat:vt) -->
v(person:P,numerus:Numerus,subkat:vt),
np(kasus:akk,person:P2,numerus:N2).

vp(person:P,numerus:Numerus,subkat:vd) -->
v(person:P,numerus:Numerus,subkat:vd),



np(kasus:akk,person:P2,numerus:N2),
np(kasus:dat,person:P3,numerus:N3).

det(kasus:nom,numerus:sing,genus:f) --> [die].
n(kasus:nom,numerus:sing,genus:f) --> [katze].
v(person:3,numerus:sing,subkat:vi) --> [schlaeft].
v(person:3,numerus:sing,subkat:vt) --> [jagt].

Mit diesen Regeln (bei denen der Ubersichtlichkeit halber der Strukturauf-
bau weggelassen ist - er muf3 vor die Merkmale eingefugt werden!) wird ausge-
drickt, dal3 die NP unmittelbar unter Sim Nominativ steht, die VP unmittelbar
unter S in der dritten Person ist, NP und VP im Numerus ubereinstimmen. Inner-
halb der NP missen Kasus, Numerus und Genus ubereinstimmen. Die Subkategori-
sierung der Verbtypen ist durch das Merkmal subkat angegeben. Die Subkategori-
sierung der Nomina erfolgt hier direkt bei der Uberfuhrung in Worter.

6.2.6 Unifikationsbasierte Grammatik

Der Einsatz von Merkmalen halt die Satzbaupléne Ubersichtlich und verringert die
Anzahl von Kategorien und Grammatikregeln betrachtlich. Statt einer Fulle von
verschiedenen Kategorien haben wir einige wenige, die aber durch Merkmale
spezialisiert sind. Wenn die Merkmale einen bestimmten Wert haben, dann ist die
Regel, in der dieses Merkmal vorkommt, genauso speziell wie eine Regel mit einer
spezialisierten Kategorie. Andere Regeln aber, die die allgemeinere Kategorie
verwenden, konnen direkt verwendet werden - der Merkmalswert wird durch die
Unifikation an die andere Regel weitergegeben.

s --> np(kasus: nom person: 3, numer us: Numer us),
vp( person: 3, nuner us: Nuner us, subkat : VT) .

np( kasus: Kasus, per son: P, nuner us: Nuner us) -->

det (kasus: Kasus, numer us: Numner us, genus: G,
n( kasus: Kasus, numer us: Nurer us, genus: G .

Die erste Regel kdnnte auch lauten:
S --> npnom( nunerus: Nunerus), vp3(numerus: Numerus, VT).

Es kdnnten dann aber die zweite Regel und die entsprechenden V P-Regeln
nicht direkt verwendet werden.

Wenn eine Regel (wie z. B. die erste) die Ubereinstimmung eines Merkmals
(hier: Numerus) bei verschiedenen Konstituenten durch Unifikation erzwingt, so
ersetzt diese Regel so viele speziellere Regeln wie das Merkmal Werte hat. Merk-
male sind also eine gute ldee.

Das beste an Merkmalen ist jedoch, dal} sie alle mit einer einzigen Operation
behandelt werden konnen, nadmlich der Unifikation. Bei der Unifikation braucht
man keine Reihenfolge zu beachten, in der Merkmale ihren Wert bekommen. Ob
zuerst der Numerus der NP und dann der der VP bestimmt wird, oder umgekehrt,
braucht nicht festgelegt zu werden. Wann immer Nunerus mit einem bestimmten
Wert unifiziert wird, schlagt das auf die anderen Vorkommen von Numerus in der-
selben Regel durch. Eswird eben nicht ein Wert weitergereicht, sondern gefor-
dert, dal3 an verschiedenen Stellen dasselbe vorkommen soll - was immer es gerade
sei. Gegenuber friheren Verfahren, die die Reihenfolge, mit der Merkmale Werte
bekommen, behandeln mufiten, ist dies ein groRer Vorteil. Seit dem Ende der 70er
Jahre gibt es deshalb verschiedene Ansdtze zur Beschreibung syntaktischer



Strukturen mithilfe von Merkmalen, die per Unifikation behandelt werden. Diese
Ansédtze werden unter dem Begriff der unifikationsbasierten Grammatik zusam-
mengefalit.
Eine unifikationsbasierte Grammatik ist eine Grammatik, die zur Be-
handlung syntaktischer Strukturen Merkmale und ihre Werte verwendet,
wobei die einzige Operation, die Merkmalen Werte zuweist, die Unifikation
ist.

Merkmale werden =zu Strukturen zusammengefalt. Innerhalb einer Merk-
malsstruktur werden die Merkmale durch ihren Namen identifiziert. Folglich sind

{person: 2, numerus:sing} und {numerus:sing, person: 2}

gleichbedeutend.

Zwei Merkmalsstrukturen  werden unifiziert, wenn die Werte desselben
Merkmals sich nicht widersprechen. Die allgemeinste Unifikation zweier Merk-
malstrukturen ist ihr Supremum in einem Verband, der als Bottom fail und direkt
dariber die atomaren Merkmalsstrukturen, als Top true und direkt darunter die
Variablen hat. Dies hat eine Reihe von Konsequenzen:

Ist ein Merkmal in einer Merkmalsstruktur nicht angegeben, so "stort" es die
Unifikation nicht. Die Unifikation von

{person: 2, numerus: sing} und {numerus: X, kasus:nom} ergibt
{person: 2, numerus: sing, kasus:nom}.

Ist aber ein anderer Wert angegeben, so schlagt die Unifikation nattrlich
fehl. So scheitert die Unifikation von

{person: 2, numerus: sing} und {numerus: plural, kasus:nom}.

Ist dieselbe Variable bei zwei Merkmalen eingetragen, so ist die Gleichheit
der Merkmalswerte erzwungen. Zum Beispiel ergibt die Unifikation von

{sem:belebt, kasus:nom} und {sem: X, objlsem: X}
{sem:belebt, kasus:nom, objlsem: belebt}.

Merkmale muissen nicht atomar sein, d.h. der Wert eines Merkmals kann wie-
derum eine Merkmalsstruktur sein.

{sem: {klasse: tier, essbhar:ja}, syn: {numerus: plural, kasus:nom}}.

Wir konnen dann mehrere Merkmale auf einmal unifizieren:

{sem: {klasse: tier, essbar:ja}, syn: X}, {sem: Y, syn:X} ergibt

{sem: {klasse: tier, essbar:ja}, syn: X}.

Jedes Merkmal existiert genau einmal. Alle Verwendungen des Merkmals zei-
gen auf dasselbe Datenobjekt. Deshalb wird in linguistischen Texten oft eine

Merkmalsstruktur mit einer Zahl in einem Késtchen geschrieben, wobei die Zahl
mit Kastchen in verschiedenen Konstituenten auftreten kann.



6.3 Lexikon

Wir haben in den Beispielen flUr die syntaktische Analyse den speziellsten
(untersten) Kategorien direkt ein Wort zugeordnet.

v(v(schl aeft), person: 3, numer us: si ng, verbtyp:vi) --> [schl aeft].

Diese Regel ist ein Lexikoneintrag, wenn auch ein sehr einfacher. Im fol-
genden betrachten wir die Lexikonkomponente genauer.

Ein Lexikon ist eine Liste von Woértern, die jedem Wort bestimmte Eigen-
schaften zuordnet. Die Aufgaben des Lexikons umfassen je nach Anwen-
dung: Definition aller moglichen Worter, Zuordnung von Eingabezeichen
zu Wortern und/oder Bereitstellung der notwendigen Information far
Syntax (und Semantik).

Eine Mdglichkeit ist die, die wir oben gewahlt haben:

Ein Lexikon, das alle Wortformen enthdlt, wird als Vollformenlexikon
bezeichnet. Es ordnet den Wortformen direkt alle Merkmale zu.

Ein durchschnittliches Worterbuch enthalt ca 100 000 Worter, wobei keine
flektierten Worter enthalten sind. Sollen auch alle moéglichen Varianten eines
Wortes enthalten sein, beispielsweise neben spielen auch spiele, spielst, spielt
usw., so vervielfacht sich ihre Anzahl. Dabei haben sehr viele Worter eine regel-
hafte Flexion. So koénnen wir z.B. regelmaRlige Verben zerlegen.

spiel+e, spiel+st, spiel+t, spiel+en,
ge+spiel+t,
spiel+te, spiel+test, spiel+te, spiel+ten, spiel+tet

Stamm, Suffix (Endung) und Prafix (z.B. ge) sind hier die kleinsten bedeu-
tungstragenden Einheiten.

Morpheme sind die kleinsten bedeutungstragenden Einheiten eines
Wortes.

Morphologische Analyse heil3t der Proze}, der Woérter in ihre Mor-
pheme zerlegt. Im weiteren Sinne bezeichnet die morphologische Analy-
se die Zerlegung von Wortern in Bestandteile.

Wahrend die Flexionsmorpheme selbst keine selbstdndige Einheit darstellen,
sind den Wortstammen spezielle, Uber die Grammatik hinausgehende Bedeutungen
zugeordnet.

Ein Lexem ist eine selbstdndige lexikalische Einheit. Hier sind vor allem
die Stamme eines Wortes gemeint.

Interessant (und schwierig zu behandeln!) sind im Deutschen die zusammen-
gesetzten Verben, wie etwa ausspielen. Hier wird aus im normalen Aussagesatz an
das Ende der VP gesetzt. Das Partizip enthélt jetzt ge in der Mitte, als Infix:
aus+ge+spiel+t. Der Infinitiv mit zu ist bei diesen Verben in das Wort hineingezo-
gen: aus+zu+spiel+en.

Auch Substantive konnen zerlegt werden: Kind, Kind+es, Kind+e, Kind+er,
Kind+ern. Hier sind der Stamm (Kind) und die Suffixe, die Numerus und Kasus anzei-
gen, die Kkleinsten bedeutungstragenden Einheiten des Wortes.



Bei einigen Wortern wird die Flexion durch einen Vokalwechsel realisiert:
Haus, Haus+er, Maus, Méaus+e. Bel Verben kommt ein Vokawechsel héufig vor:
nehm+en, nahm, ge+nomm-+en.

Manchmal ist die Flexion nicht durch hinzugefiigte Zeichen realisiert. So ist
der Plural von Maler immer noch Maler. Wir fassen dies auf als Maler+0.

Speziell im Deutschen besteht das Problem der zusammengesetzten Worter
(Komposita). Wahrend das Englische die Wortgrenzen beibehdlt und komplexere
NPs konstruiert, werden die Substantive im Deutschen zu einem Wort zusammen-
gefugt. Wir haben also nicht nur die Flexionsmorpheme abzutrennen, sondern
obendrein madglicherweise verschiedene Lexeme zu separieren. Die groRe Pro-
duktivat unserer Sprache drickt sich auch in der Wortbildung aus. So kommen
beispielsweise nur 70% der Worter eines Zeitungsausschnittes in unseren Worter-
bichern vor, da sehr viele ad hoc Bildungen existieren. Die Behandlung Kompo-
sita ist nicht einfach. Probleme sind zum einen auf orthographischer Ebene zu
finden, wie beispielsweise Fugenzeichen. D.h. manchma werden Buchstaben
weggelassen oder auch hinzugenommen wie beispielsweise das s innerhalb von
Bahnhofshalle oder das f in Schiffahrt. Noch problematischer ist die Bestimmung der
Eigenschaften von zusammengesetzten Wortern aus ihren Einzelteilen. Beispiels-
weise kdnnen die semantischen Eigenschaften des Wortes Schweineschnitzel nicht
nach denselben Kriterien aus den Einzelteilen gewonnen werden werden, wie dies
bei dem Wort Jagerschnitzel erfolgen kann.

Wenn wir kein Vollformenlexikon benutzen wollen und nicht an der Ent-
scheidung, was ein mogliches und was ein unmdgliches Wort des Deutschen ist,
interessiert sind, dann koénnen wir unsere Definition des Lexikons spezialisieren:

Eine Lexikonkomponente soll uns fir ein Wort, wie es in einer AuBerung
vorkommt, (genauer: fur eventuell auch verstreute Teile eines Wortes)
eine Zerlegung liefern und dann fir jeden Teil der Zerlegung die fur
Syntax und Semantik wichtigen Merkmale angeben.

Wir haben keinen Prozel3 vorgesehen, der die Wortbildung Uber die Flexion
hinaus behandelt. Damit haben wir uns dafur entschieden, nur Lexeme und Fle-
xionspartikel als Bestandteile eines Wortes zu betrachten und nicht alle Morphe-
me, in die das Wort zerlegbar wéare. Ein géngiges Kompositum wird hier as einlLe-
xem behandelt. Wir haben hier zwei Prozesse vorgesehen:

» Eine morphologische Analyse, die ein Wort in ein Lexem und seine Fle-
xionsmorpheme zerlegt, und

e ein Lexikon, das Lexemen und Flexionsmorphemen syntaktische und se-
mantische Merkmale zuordnet.

Fir die Realisierung as Programm missen wir noch beachten, daf3 ein Wort
nicht direkt zerlegt werden kann, sondern dal3 nur eine Folge von Buchstaben zu
Lexemen und Morphemen zusammengefalit werden kann. Als erstes brauchen wir
also

e einen ProzeRR, der aus einem Wort eine Folge von Buchstaben macht.
Dies kann man sich leicht vorstellen. Da Covington (1994) ein Prolog-

Programm fur die Uberfihrung von Wértern in Buchstaben angibt, gehe ich auf
diesen Prozef3 hier nicht ein.



6.3.1 Morphologische Analyse

Nehmen wir an, wir hatten die Worter in ihre Buchstaben zerlegt und zwischen
ihnen das Zeichen "-" as Trennsymbol eingefugt. Wir kénnen dann den DCG-
Formalismus auch dazu verwenden, Wdrter in Stamm und Suffix zu zerlegen. Hier
ist ein sehr einfaches Beispiel, das die Vorgehensweise illustriert:

% DCG f ur Lexi konkonponent e

% Auf ruf mt

% phrase(s(S), [d,u,-,f,l,i,e,g,s,t,-]).
%

% Qper at ordekl aration

t- op(500, xfx," :").

% wort Uberfdhrt in Stamm und Suffix

% ohne Mer kmal sstrukturen

wort (Stamm Kat, Suffix, person:P, numerus: Numtenp:T)-->
st am{( St anm Kat ),
suf fix(Suffix, person:P, nunerus: Numtenp:T).

% st amm Uber f 0hrt Stamm in Buchst abenf ol ge
stam{flieg, vi) -->[f,l,i,e, g].

% suffix ordnet einem Fl exi onsparti kel Merknale zu
suffix(e, person:1l, nunerus:sing, tenp:praes)-->[e, -].
suf fix(st, person:2, numerus:sing, tenp:praes)-->[s,t, -].

% Zum Testen notige G anmati k

s(s(NP, VP)) -->
np( NP, person: P, nunerus: Num kasus: nonj,
vp( VP, person: P, nunmerus: Numtenmp: T).

np(np(N), person:P, numerus: Num kasus:non) -->
pron(N, person: P, nunerus:Num kasus:nonj.

vp(vp(V), person:P, nunerus: Numtenp:T) -->
v(V, person: P, nunmerus: Num tenp: T).
v(v(Stamm Suffix), person: P, numerus: Numtenp:T)-->
wort (Stamm Kat, Suffix, person: P, nunerus: Numtenp:T).

% Zum Testen notige zusatzliche Lexi koneintrage

% Di es ist nur ein Hack!

pron(pron(ich), person:1, numerus:sing, kasus:nom-->[i,c,h, -].
pron(pron(du), person:2, numerus:sing, kasus:nom -->[d,u, -].

Die Analysevon [d, u,-,f,1,i,e,g,s,t,-] liefert als Ergebnis

s(np(pron(du)),vp(v(flieg,st))).

Das kleine Beispiel behandelt weder durch Infix markierte Formen noch den
Vokalwechsel. Das Verb fliegen im Beispiel weist Uberdeutlich darauf hin: schliel3-
lich hei3t der Stamm im Imperfekt flog! Selbst dieses kleine Beispiel zeigt aber be-
reits einige wesentliche Punkte der Wortzerlegung.

Im Gegensatz zum Vollformenlexikon sind hier Informationen, die fir eine
Klasse von Woéortern (hier: Verben eines Flexionstyps) gleich sind, nur einmal an-
gegeben. Wir haben die Flexionssuffixe zu einer Tabelle zusammengefaldt, die als
Regeln mit dem Préadikat suffix gespeichert sind. Entsprechende Eintrage fir die
anderen Zeiten muissen noch erstellt werden. Danicht alle Verben dieselben Suf-
fixe haben, mul3 das Pradikat suffix als weiteres Argument die Angabe einer Fle-
xionsklasse erhalten. Die Flexionsklasse gehdrt dann in den Lexikoneintrag des



Verbstammes. Die wort-Regel stellt die Ubereinstimmung der Flexionsklasse in
st ammund suf fi x her.

Die Trennung zwischen Lexikoneintrdgen, morphologischer Analyse und
Parsing muf} nicht durch einen Wechsel des Formalismus' angezeigt werden. Wir
haben hier stets den DCG-Formalismus verwendet. In dem Beispiel stellen suffix-,
stamm und pr on-Regeln die Lexikoneintrdge dar. Die wort -Regel ist die morpholo-
gische Analyse.

Die Merkmale, die im Lexikon fir eine bestimmte Wortform ihren Wert er-
halten (hier: durch suf fi x), werden an die Grammatik hochgereicht (hier: durch
die wort-Regel). Wir haben hier dem Wortstamm nur ein Merkmal zugeordnet. Wie
bereits das Beispiel der Pronomen zeigt, missen auch Lexemen Merkmale zuge-
ordnet werden. Grammatik und Lexikon missen also hinsichtlich der Merkmale
abgestimmt werden: alle von der Grammtik bendtigten Merkmale mussen im Lexi-
kon bereitgestellt werden. Dartberhinaus missen die Merkmale im Lexikon mit
der semantischen Komponente abgestimmt werden. Das Lexikon vermittelt sowohl
syntaktische als auch semantische Informationen.

6.3.2 Lexikoneintrage

Lexikoneintrage ordnen Morphemen oder Wortern Merkmale zu. Diese Merkmale
werden von Grammatik (und Semantik) gebraucht. Wir haben gesehen, dal
Merkmale zum einen die Flexionsart betreffen, zum anderen den Kontext, in dem
ein Wort stehen kann. Der Zusammenhang zwischen Grammatik und Lexikon wird
vielleicht am deutlichsten bei der Subkategorisierung der Verben. Jedes Verb hat
eine Nominalphrase im Nominativ als Subjekt. Eine feinere Einteilung der Verben
in Subkategorien kann durch folgende Regeln angegeben werden:

% ntransitives Verb
vp( person: P, nuner us: Nuner us, subkat: (typ:vi))-->
v(person: P, nuner us: Nuner us, subkat: (typ:vi)).

%ransitives Verb

vp( person: P, nuner us: Nuner us, subkat: (typ:vt))-->
v(person: P, nuner us: Nuner us, subkat: (typ:vt)),
np( kasus: akk, person: P2, nuner us: N2) .

%li transitives Verb

vp( person: P, nuner us: Nuner us, subkat: (typ:vd))-->
v( person: P, nuner us: Nuner us, subkat: (typ: vd)),
np( kasus: dat, person: P3, nuner us: N2),
np( kasus: akk, person: P2, nuner us: N3) .

%Dat i vverb

vp( person: P, nuner us: Nuner us, subkat: (typ: dv))-->
v( person: P, nuner us: Nuner us, subkat: (typ: dv),
np( kasus: dat, person: P3, nuner us: N2) .

%Gat zerganzung - nit Markierung, dall der Satz eingebettet ist.
vp( person: P, nunerus: Nuner us, subkat: (typ:vs) -->

v(person: P, nuner us: Nuner us, subkat: (typ: vs)),

np( kasus: dat, per son: P3, nuner us: N2),

s(conpl : 1).

%mt Prapositional phrase

vp( person: P, nuner us: Nuner us, subkat : (typ: pv, prep: PR)) -->
v(person: P, nunerus: Nunerus, subkat: (typ: pv..prep: PR)),
np( kasus: dat, person: P3, nuner us: N2),
pp( prep: PR, kasus: K).



pp(prep: PR kasus: K) - ->
pr (prep: PR, kasus: K),
np(kasus: K, person: P, nunerus: N).

Im Lexikoneintrag fur den Verbstamm wird angegeben, zu welcher Klasse
das Verb gehort. Auch kdonnen Merkmale eingesetzt werden, um die Prapositionen
anzugeben, die zu einem Verb gehoren.

stam{ bericht, subkat: (typ:pv, prep:ueber)-->[b,e,r,i,c,h,t].
stamm(bericht, subkat: (typ:pv,prep:von)--> [b,e,r,i,c,h,t].

pr (prep: ueber, kasus: akk)--> [0, b, e, r].

pr(prep:von, kasus:dat)--> [v,0,n].

Wie speichern wir all die Worter und wie greifen wir moglichst effizient auf
sie zu? Wenn wir stets die gesamten Wortstdmme speichern, so ist sicherlich der
Zugriff relativ schnell, wenn das Wort das erste Argument eines Pradikats ist, weil
Prolog auf die erste Argumentposition indexiert. Aber jedes Wort ist ein Eintrag in
der Symboltabelle von Prolog. Da bis zum Auffinden des richtigen Wortes und der
richtigen Struktur auch viele Fehlversuche von Prolog unternommen werden
und es zu Backtracking kommt, wird die Symboltabelle mit den Wértern all der
fehlgeschlagenen Versuche uberfullt. Daher ist die Représentation, die wir oben
angefuhrt haben,

stam( bericht, subkat: (typ:pv, prep:ueber)-->[b,e,r,i,c,h,t].

nicht praktikabel fir ein realistisch groles Lexikon. Stattdessen verwenden
wir einen sogenannten ltree. Dieser Buchstabenbaum ist so tief wie die gréBte An-
zahl von Buchstaben eines Wortes und so breit wie die Anzahl der Buchstaben. Da-
bei kann er alle Worter einer Sprache aufnehmen.

Der Buchstabenbaum (Itree) ist ein Baum, dessen Kanten Buchstaben
so verbinden, dal® ein Pfad durch den Baum zu einem Lexem flhrt.

Hier begegnet uns also wieder die Reprasentation von EPAM, wobei ein Wort
aber auch in der Reihenfolge seiner Buchstaben angegeben werden kann (nicht:
erster und letzter Buchstabe an erster und zweiter Stelle). Als Blétter kénnen dann
die Lexikoneintrage mit den Merkmalsstrukturen der Wortstdmme angefiigt wer-
den. Ein Buchstabenbaum ist eine Liste von Zweigen. Jeder Zweig ist wiederum ei-
ne Liste.

6.4 Semantik

Bisher haben wir lediglich die Struktur eines Satzes formalisiert. In diesem Ab-
schnitt geht es um die Bedeutung von Satzen.

« Auf der Grundlage der Strukturbeschreibung einer Eingabekette und be-
stimmter Angaben im Lexikon kénnen wir eine semantische Beschrei-
bung herstellen.

« Diese kann moglicherweise Ambiguitdaten enthalten. Zur Auflésung von
Mehrdeutigkeiten (Disambiguierung) wird der sprachliche Kontext sowie
die AuRerungssituation hinzugezogen. Die Erfiillbarkeit der semantischen
Beschreibung wird Uber dem begrifflichen Wissen getestet. Auch wird
das begriffliche Wissen verwendet, um die semantische Beschreibung zu
erganzen.

e Schlielllich soll die semantische Beschreibung ausgewertet werden, indem
sie auf das aktuelle Weltwissen bezogen wird.



Dies ist der Ablauf bei der Analyse von Sétzen. Er muld keinesfalls strikt sequenti-
ell abgearbeitet werden! Bei der Generierung wird zunachst aufgrund des Weltwis-
sens und der AuRerungssituation eine semantische Beschreibung erstellt, die
dann in eine Strukturbeschreibung Uberfuhrt wird. Auch ist die Gliederung mehr
eine den Gegenstandsbereich der Semantik strukturierende als ein tatséchlicher
Ablauf von verschiedenen Systemkomponenten.

Mit der Bedeutung von Sétzen hat sich die Logik seit Jahrhunderten ausein-
andergesetzt. Allerdings ging es nicht darum, den ProzeRR zu beschreiben, der eine
AuRerung (oder ihre Struktur) in eine semantische Beschreibung lberfiihrt. Die-
ser ProzeRR blieb allein dem "Logik-Anwender" (berlassen. Vielmehr wurde ein
Satz direkt mit seiner logischen Darstellung identifiziert und es ging um die Be-
deutung dieses Ausdrucks in logischer Darstellung. Analog zu der oben ange-
fohrten Unterscheidung in Sinn und Bedeutung der Logik, gibt es die Begriffe:

Die extensionale Bedeutung (Referenz) eines Ausdrucks ist das Objekt,
auf den er sich bezieht, oder (bei Satzen / Formeln) der Wahrheitswert
(siehe Kap. 3.2) Das Objekt ist der Referent oder das Referenzobjekt.

Die intensionale Bedeutung eines Ausdrucks ist eine Beschreibung
oder ein qualitativer Sachverhalt.

Die Intension entspricht dem Sinn, die Extension entspricht der Bedeutung.
Ein Beispiel, das den Unterschied zwischen Extension und Intension zeigt, ist der
Ausdruck

der Bundeskanzler der Bundesrepublik Deutschland.

Extensional bezieht er sich auf Helmut Kohl. Intensional bezieht er sich aber
auf ein Amt mit bestimmten Rechten und Pflichten, das auf bestimmte Weise ver-
geben wird. Die extensionale Gleichheit ist zeitlich befristet. Eine intensionale
Gleichheit wére allgemeingultig.

Ein Prinzip, das ebenfalls auf Frege zurlckgefihrt wird, ist das der Komposi-
tionalitat.

Das Prinzip der Kompositionalitat besagt, da die Bedeutung eines Aus-
drucks sich aus der Bedeutung seiner Teile ergibt.

Das Prinzip der Substitution besagt, dal gleichbedeutende Teile eines
Audrucks ausgetauscht werden konnen, ohne dald sich die Bedeutung des
Ausdrucks verandert.

Manfred Pinkal (in Gorz a.a.0O.) gibt Uberzeugende Beispiele daflr an, dal3 die-
se Prinzipien bei natlrlichsprachlichen Sétzen nicht angemessen sind. Ich gebe
hier lediglich zwei dieser Beispiele wieder. Das erste zeigt, da3 die extensionale
Gleichheit sich auf einen Zeitraum beschrankt, der verschieden von einem Zeit-
raum der Intension sein kann.

Helmut Kohl ist der Bundeskanzler.
Der Bundeskanzler hat immer die Richtlinienkompetenz.
*Helmut Kohl hat immer die Richtlinienkompetenz.

Wahrend Helmut Kohl fir das Zeitintervall seiner Lebensdauer und das Amt
des Bundeskanzlers fir die Zeitdauer der Bundesrepublik bestehen, ist die exten-
sionale Gleichheit dieser beiden Intensionen auf ein Zeitintervall irgendwo in
dem Schnitt dieser beiden Intervalle beschrankt. Die Richlinienkompetenz riahrt
von der Definition des Amtes her, nicht von der Person Helmut Kohl.



Ein anderes Beispiel zielt nicht auf den zeitlichen Verlauf ab, sondern auf die
Einstellungen gegenuber Sachverhalten.

Es ist nicht schon, dal3 Peter ununterbrochen arbeitet.
Peter hat Erfolg genau dann, wenn er ununterbrochen arbeitet.
*Es ist nicht schon, daR Peter Erfolg hat.

Die extensionale Gleichheit der Zustdnde, in denen Peter Erfolg hat und in
denen er ununterbrochen arbeitet, bedeutet keine intensionale Gleichheit. Die
Intension des vielen Arbeitens kann negativ, die Intension des Erfolgs positiv be-
wertet werden.

Da gerade die zeitliche Beschrénkung, die Einstellung (z.B.: schon finden)
und Modalitédten (z.B. notwendig, mdoglich) nur intensionsgleiche, nicht aber ex-
tensionsgleiche Ausdricke substituierbar machen, nennt man temporale Aus-
dricke, Einstellungspradikate und Modalausdricke auch intensionale Ausdriucke.
Sie konnen in der klassischen Pradikatenlogik nicht dargestellt werden, sondern
werden in speziellen Logiken behandelt (z.B. mogliche-Welten-Logik, Modallogik).

Das Prinzip der Kompositionalitat legt nahe, daR Schritt um Schritt der Auf-
bau einer semantischen Beschreibung erfolgen konnte. Dies ist aber nicht der
Fall, weil die syntaktischen Strukturen nicht direkt semantischen Strukturen ent-
sprechen. Syntaktisch ahnliche Sétze haben semantisch sehr unahnliche Struk-
turen und umgekehrt.

Peter arbeitet. Jemand arbeitet. Alle arbeiten hier.

arbeitet (peter) X arbeitet(X) OX] an_uni ( X) - >ar bei tet ( X) .

6.4.1 Préadikatenlogik als SRS

Wir brauchen einen Formalismus fur die semantische Beschreibung wie wir auch
einen Formalismus fir die Darstellung (und Erzeugung) einer syntaktischen
Strukturbeschreibung brauchten. Ein solcher Formalismus heif3t semantische Re-
préasentationssprache.

Eine semantische Reprasentationssprache (SRS) ist ein Formalis-
mus, in dem die Bedeutung natlrlichsprachlicher Sétze (oder Texte) dar-
gestellt wird.

Eine Beschreibung in SRS soll

* bei der Analyse aus syntaktischen Beschreibungen und Lexikoneintragen
(sowie moglicherweise anderen Quellen) konstruiert werden koénnen,

e bei der Generierung die Konstruktion einer Strukturbeschreibung erlau-
ben,

e in Hinblick auf konkrete Sachverhalte ausgewertet werden kdnnen.

Die SRS muB es erlauben, Inferenzen zu ziehen und allgemeine Aussagen mit
konkreten Sachverhalten in Beziehung zu setzen. Der Formalismus mul3 also eine
Ableitungsrelation haben und eine Interpretation von einer Aussage im Forma-
lismus auf den Sachbereich, Uber den gesprochen wird.

Wir behalten alle guten Grinde bei, die gegen die Pradikatenlogik als SRS
sprechen, und verwenden sie dann doch in der Vorlesung as SRS, weil sich auf
diese Weise am leichtesten (d.h. ohne weitere Vorarbeiten) vorfuhren 183t, wie



man von syntaktischen Strukturen zu Ausdricken in SRS kommt und wie man sie
dann auswertet.

Wir fihren ein Pradikat sem ein, das fir ein Lexem dessen Bedeutung
(semantische Eigenschaften) angibt. Die Eigenschaften, die sich auf dasselbe Ob-
jekt beziehen, werden durch die Funktion | zusammengehalten. Diese Funktion
lehnt sich an den Lambda-Operator an -- ein Operator, der Variablen als Platzhal-
ter far ein Objekt einfuhrt. An erster Stelle der Funktion | steht eine Variable, an
zweiter Stelle ein Ausdruck, der wiederum eine | -Funktion sein kann. Im Lexikon
wird far jedes Wort (jeden Wortstamm) im Pradikat semdie | -Funktion mit kon-
kreten Werten angegeben.

n(n(katze), kas: nom num sing, sem(l (X katze(X)))) --> [katze].
n(n(ratte), kas: akk, num si ng, sen(l (X ratte(X)))) --> [ratte].
v(v(jagt), num sing, subkat:vt,senm(I (X I(Y,jagt(X, ¥V)))) ) -->[jagt].

Wir sehen hier, wie das transitive Verb zwei Platzhalter einfuhrt: einen fir
den Jager, einen fur den Gejagten. Die Nomina erhalten als semantisches Merkmal
lediglich ihren Bezeichner. Dies kann ersetzt werden durch eine Menge definie-
render Merkmale, ewa in Form einer Begriffsdefinition in einer T-Box.

6.4.2 Aufbau der semantischen Beschreibung

Nun haben wir also eine -- bekanntermal3en ungeniigende -- semantische Repréa-
sentationssprache  (SRS) ausgewahlt, namlich Prolog mit der Funktion Lambda.
Wie kann nun fir einen Satz der entsprechende Ausdruck in SRS aufgebaut wer-
den? Prinzipiell gibt es zwei Moglichkeiten: Eingabe in die Komponente zum Auf-
bau eines SRS-Ausdrucks ist die syntaktische Strukturbeschreibung und das Lexi-
kon; oder der SRS-Ausdruck wird wéahrend des Parsing aufgebaut, parallel zur
syntaktischen Beschreibung. Hier wahlen wir die zweite Maoglichkeit.

Wir nehmen als Beispiel wieder den Satz Die Katze jagt die Ratte. und modifizie-
ren die bereits bekannte Grammatik fur den Aufbau eines SRS-Ausdrucks. Dabei
sind die syntaktischen Merkmale der Lesbarkeit halber nur angedeutet.

s( s(NP,VP), sem(I (X, (PN, PV))))-->
np( NP, kas: nom num Num semn(| (X, PN)) ),
vp( VP, num Num subkat: vt, sen(l (X PV)) ).
np( np(D, N), kas: K, num Num sen(| (X, PN)))-->
det (D, kas: K, num Num sen(_) ),
n(N, kas: K, num Num sen{| (X, PN))).

vp( vp(V, NP), num Num subkat:vt, sen(l (X I(Y, (PO PVT))))) -->

v(V, num Num subkat:vt, sen(l (X I(Y,PVT)))),

np( NP, kas: akk, num N1, sem(I (Y, PO)).
det (det (di e), kas: N, numsing,sem _)) --> [die].
n(n(katze), kas: nom num sing, sem(l (X katze(X)))) --> [katze].
n(n(ratte), kas: akk, num sing, sen{(l (X ratte(X)))) --> [ratte].
v(v(jagt), num sing, subkat:vt,sem(I (X (Y, jagt(X, YV)))) ) -->[jagt].
.- phrase(s(Syn, Sem, [die, katze, jagt, die, ratte])
liefert

Syn = s(np(det(die), n(katze)), vp(v(jagt), np(det(die), n(ratte)))),



Sem = sen(| (_1777, (katze(_1777),1(_2721, (ratte(_2721),jagt(_1777,
_2721))))))

d.h.

Sem = sen(| (X, (katze(X), 1(Y, (ratte(Y), jagt(X, ¥))))))

Wir haben nun in den Lexikoneintrdgen Lambda-Ausdriicke, die den Rahmen
fur ein Wort in der semantischen Repréasentation angeben. Die Angaben 2zu den
Mitspielern des Verbs werden durch die Lamda-Ausdriicke zusammengesammelt.
Zusatzlich kdénnen dort semantische Merkmale stehen. So kann z.B. das Verb jagt
fordern, dal} beide beteiligten Referenten belebt sein missen. Eswird also zusam-
mengestellt, welche Anforderungen das Verb an seine Erganzungen stellt, und
welche Eigenschaften die jeweiligen NPs tatséchlich haben.

s( s(NP,VP), sen(l (X (PN,PV))))-->
np( NP, kas: nom num Num sen{! (X, PN)) ),
)

vp( VP, num Num subkat : vt, sen(l (X PV)) ).

np( np(D, N), kas: K, num Num sen(| (X, PN)))-->
det (D, kas: K, num Num sen(_) ),
n(N, kas: K, num Num sen{| (X, PN))).
vp( vp(V, NP), num Num subkat:vt, sen(l (X I(Y, (PO PVT))))) -->
v(V, num Num subkat:vt, sem(I(X | (Y, (PO PVT))))),
np( NP, kas: akk, num N1, sem(I (Y, PO)).
det (det (di e), kas: N, numsing,sem _)) --> [die].
n(n(katze), kas: nom numsing, sem(| (X belebt(X)))) --> [katze].
n(n(ratte), kas: akk, num si ng, sen{l (X, belebt(X)))) --> [ratte].
n(n(l anpe), kas: akk, num si ng, sen{l (X, not belebt(X)))) --> [|anpe].
v(v(jagt), numsing,subkat:vt,
senm(| (X, 1 (Y, (belebt(Y), (belebt(X),jagt(X, Y)))))))
-->[jagt].

Hier ist nun das semantische Merkmal bel ebt eingefiihrt, das bei der Lampe
negiert ist. Damit der Zusammenhang zwischen der Charakterisierung des Objekts
in dem Lexikoneintrag fir das Verb und in der Beschreibung der von der VP ab-
hangigen NP hergestellt wird, wurde jetzt die Variable PObei beiden Literalen der
VP-Klausel angegeben, so daR die Unifikation erzwungen wird.

:- phrase(s(Syn, Sem, [die, katze, jagt, die, ratte]).
liefert

Syn = s(np(det(die), n(katze)), vp(v(jagt), np(det(die), n(ratte)))),
Senmesem( | (_1593, (bel ebt (_1593),1(_2088, (bel ebt (_2088), bel ebt (_1593),

jagt(_1593, 2088))))))
und

:- phrase(s(Syn, Sem), [die, katze, jagt, die, lanmpe]). liefert

no



6.4.2.1 Behandlung von Quantoren

In den Beispielen zum Aufbau einer semantischen Beschreibung haben wir den
bestimmten Artikel nicht behandelt, sondern seine Semantik durch eine anonyme
Variable ausgedriickt. Gerade die Quantoren sind aber in der natlrlichen Sprache
von grofRer Bedeutung. Die einfachen Quantoren der Pradikatenlogik lassen sich
leicht Ubersetzen:

alle Menschen sind sterblich OX nensch (X) --> sterblich (X)
eine Katze jagte eine Ratte OX katze(X) & (OY ratte(Y) & jagt(X VY))

Wie alle kann auch jeder mit dem Allquantor Ubersetzt werden. Die Aussage,
die die quantifizierte Menge einschrankt, wird die Restriktion genannt. Dies ist
hier: mensch(X), katze(X), ratte(X). Die Aussage Uber diese quantifizierte Menge
wird Skopus genannt. Dies ist hier: sterblich (X), jagt(X Y)und (OY ratte(Y) &
jagt(X,Y)).

Im allgemeinen ist ein Quantor etwas, das eine Restriktion und einen Skopus
hat. Wir kénnen dies mit einem Operator q ausdricken, der aus einem Lambda-
Ausdruck einen Lambda-Ausdruck oder eine Formel aufbaut:

a( q( (I'(X, Restriktion), I(X Skopus)), Fornel).

Dies soll heil3en: aus Restriktion und Skopus wird eine Formel aufgebaut, die
ihrerseits ein Quantor-Ausdruck ist. Wir kénnen jetzt folgende Lexikoneintrage
schreiben:

det (det (ei ne), kas: N, num si ng, sen(q(q(l (X, R, 1(X, Sk)), sonme(X R Sk))) -->
[ eine].

det (det (j ede), kas: N, num si ng, sem(q(q(l (X, R, 1 (X, Sk)), all(X R Sk))) -->
[jede].

Um die Lambda-Ausdricke herum konstruieren wir eine quantifizierte Formel.

s( s(NP,VP),senm(Sem) -->
np( NP, kas: nom num Num sen{(q(l (X, Sk), Sem) ) ),
vp( VP, num Num subkat : vt, sen(q(X Sk) )).

np( np(D, N), kas: K, num Num sen(q(l (X, Sk), Quant)))-->
det (D, kas: K, num Num sen{ q(q(l (X, R ,1(X Sk)), Quant) ) ),
n(N, kas: K, num Num sen{| (X, R))).

vp( vp(V, NP), num Num subkat : vt, sen{l (X, Quant))) -->
v(V, num Num subkat:vt, sen( | (X 1(Y,Sk)) ) ),
np( NP, kas: akk, num N1, sem( q( I(Y, Sk),Qant) ) ).

v(v(jagt), num sing, subkat:vt,senm(I (X (Y, jagt(X, YV)))) ) -->[jagt].
(X 1( )))

v(v(jagt), numplur, subkat:vt,senm(l (X I (Y,jagt(XY) ) -->[]jagen].
det (det (ei ne), kas: N, num si ng,sem( q(q(l (X, R, (X Sk)),some(X,R Sk)) ) ) --
> [eine].

det (det(all e), kas: N, num plur,senm( q(q(l (X, R, (X Sk)),all (X, R Sk)) ) ) -->
[alle].

n(n(katze), kas: nom numsing, sen(l (X katze(X)))) --> [katze].
n(n(katze), kas: nom numplur, senm(l (X katze(X)))) --> [katzen].
n(n(ratte), kas: akk, num si ng, sen(l (X ratte(X))))--> [ratte].

n(n(ratten), kas: akk, num plur, sem(I (X ratte(X))))--> [ratten].

.- phrase(s(Syn, Sem), [eine, katze, jagt, alle, ratten])



liefert
Ne 1
Syn= s(np(det (eine),n(katze)), vp(v(jagt),np(det(alle),n(ratten)))),

Sen= sen{sonme(_1608, kat ze(_1608),al |l (_2135,ratte(_2135),
jagt(_1608, 2135))))

.- phrase(s(Syn, Sem, [alle, katzen, jagen, eine, ratte])

N1

Syn= s(np(det(alle),n(katze)), vp(v(jagen), np(det(eine), n(ratte)))),
Sem= sen( all (_1317, katze(_1317),

sonme( 1417, ratte(_1417), jagt(_1317, _1417))))

6.4.3 Auswertung der semantischen Beschreibung

Wir haben eine semantische Beschreibung erstellt und wollen nun die Satzse-
mantik Uber dem Weltwissen auswerten. Wir nehmen als gegeben an eine Wis-
sensbasis, die das Weltwissen der Horers darstellt. In dieser Wissenbasis stehen
Grundfakten und Regeln. Der Einfachheit halber nehmen wir an, dal3 dieselben
Prédikate verwendet werden, wie im Lexikon fir den Sinn angegeben. Ansonsten
brauchen wir noch eine Ubersetzungstabelle zwischen Lexikonangaben und Wis-
sensbasisangaben.

Eine kleine Beispielwissensbasis ist:

kat ze(felix). kat ze(fanni). mensch(udo) .
ratte(ul f). ratte(ina). maennl (udo) .
jagt(felix,ulf). erwachsen(udo) .

jagt(felix,ina). jagt(fanni,ina). jagt(udo,ulf).

Wir sehen, dal eine Katze, namlich Felix, alle Ratten jagt, da eine Ratte,
namlich Ina, von allen Katzen gejagt wird, und da ein Mann, Udo, eine Ratte, UlIf,
jagt. Fir die Auswertung nehmen wir die aufgebaute quantifizierte Formel.

al | (_1317, katze(_1317), some(_1417, ratte(_1417), jagt(_1317, _1417)))

Wir wollen erst ale Instanzen in der Wissensbasis suchen, fur die die Re-
striktion gilt. Dann wollen wir nachsehen, ob flir alle oder einige von diesen auch
die Aussage im Skopus gilt. Wenn diese wiederum quantifiziert ist, missen wir
auch dort die Instanzen fir die Restriktion suchen.

Wir koénnen in Prolog fur die Quantoren kleine Programme schreiben:
%l (-X, +zZiell, +ziel2) z.B.all (X mensch(X), sterblich(X))
all (X, ziell, Ziel2) :-
not (Ziell, not (Ziel2, wite(Ziell),nl)),%lie Negation wirft
%/ar i abl enbi ndungen weg!
not (not(Ziell)), !. %Exi st enzpr uf ung

Y%sonme(- X, +Ziell, +Zel2)
sone(_, Ziell, Zel2):-
not( not( (Ziell,
Ziel 2,
wite(ziell),nl))),!.



Diese Programme werden Uber dem Weltwissen ausgewertet und liefern
wahr, wenn alle bzw. eine Losung fur die Ziele dort gefunden werden. Die Exi-
stenzprifung realisiert die unterschiedliche Auffassung in der formalen Logik
und in naturlicher Sprache von der Wahrheit einer Implikation, bei der der Ante-
zedens falsch ist. Wéhrend in der Logik alle Einhorner sind grin als wahre Aussage
betrachtet wird, ist in der naturlichen Sprache eine Voraussetzung fiur die Wahr-
heit, da? es ein Einhorn gibt, die Restriktion also wahr ist.

Da Prolog die Variablenbindungen aus einem negierten Literal wegwirft,
wird sie geschrieben. Das Ergebnis soll aber gar nicht alle Bindungen enthalten,
sondern nur den Wahrheitswert. Deshalb wird der positive Ausdruck als doppelte
Negation formuliert.

Wir schreiben nun ein kleines Programm zur Auswertung. Esruft zuerst die
Satzanalyse auf, nimmt dann den quantifizierten semantischen Ausdruck und
wertet ihn Uber der Wissensbasis mithilfe der Programme al | und some aus.

%sat z( +Ei ngabe, - Quant)

sat z( Ei ngabe, Quant) : -
phrase(s(Syn, sen(Quant)), Ei ngabe),
call (Quant),!.

Das Verhalten dieses Programms ist in etwa das, was wir erwarten. Es schreibt
die Restriktionen aus und gibt als Ergebnis den gelungenen quantifizierten Aus-
druck aus.

.- satz([eine, katze, jagt, alle, ratten], Q

liefert:

ratte(ul f)

ratte(ina)

kat ze(felix)

Ne 1

0= sone (_1025, kat ze(_1025), al | (_1125, ratte(_1125),
jagt(_1025, _1125)))

Hier wird die Katze Felix gefunden, die alle Ratten (namlich UIf und Ina) jagt.

:- satz([eine, katze, jagt, eine, ratte], Q

liefert:

ratte(ul f)

kat ze(felix)

Ne 1

Q@ some (_1327, katze(_1327), some (_1427, ratte(_1427),
jagt(_1327, _1427)))

Hier wird nur eine Katze und eine Ratte gefunden - mehr war nicht gefragt!

:- satz([alle, katzen, jagen, eine, ratte], Q

liefert:

ratte(ul f)

kat ze(felix)

ratte(ina)

kat ze(fanni)

Ne 1

Q= all (_1286, katze(_1286), some (_1386, ratte(_1386),
jagt(_1286, _1386)))

Es war nicht gefordert, dal} es dieselbe Ratte sein mul3, die von allen Katzen
gejagt wird. Daher wird fir jede Katze nur eine Ratte gefunden, die von ihr gejagt
wird.



Je nachdem, was das Ziel des NLS ist (z.B. natirlichsprachliches Zugangssy-
stem zu einer Wissensbasis oder zu einer Datenbank) wird die SRS und ihre Aus-
wertung unterschiedlich gestaltet. So kann z.B. ein Ausdruck in der SRSin einen
SQL-Ausdruck uberfihrt werden. Ein Datenbanksystem Ubernimmt dann die Aus-
wertung des SQL-Ausdrucks. Das Ergebnis der Auswertung ist dann eine Tupel-
menge.

Ein vollstandiges NLS nimmt das Ergebnis der Auswertung (die Antwortbasis)
as Ausgangspunkt fiar die Antwortgenerierung. Aus der Antwortbasis wird eine
semantische Beschreibung geformt. Dies ist hier die Beschreibung, die an Qge-
bunden wurde. Fir diese semantische Beschreibung mu3 dann eine passende
syntaktische Struktur gefunden und eine natirlichsprachliche Ausgabe erzeugt
werden. Bel der Antwortgenerierung wird berlcksichtigt, was nicht verbalisiert
werden muB3, da der Horer es schon weil3. Wie auf das Wissen des Horers eingegan-
gen wird, ist ein Phdnomen, das der Pragmatik zugerechnet wird.
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7 Kritik an der KI

Die Kl ist von Anfang an heftig kritisiert worden. Zu groRen Teilen bezieht sich
die Kritik auf Gefahren, die mit dem Einsatz von Rechenanlagen immer verbun-
den sind. Es sind dies also Beflrchtungen, die auf alle Bereiche der Informatik
gleichermalRen zutreffen. Dald sie gerade gegeniber der Kl vorgebracht werden,
mag an der Vorreiterrolle der Kl liegen: oft erschliet die Kl der Operationalisie-
rung einen Bereich, der vorher noch unformalisiert war. Viele haben vergessen,
da auch das Rechnen einmal eine rein menschliche Fahigkeit war.

Ein weiterer Grund fir die Haufigkeit von Kritik ist das MiRverstandnis, das
von den KI-Wissenschaftlern selbst verschuldet ist. Tatséchlich bezieht sich Kritik
oft auf Schriften, die innerhalb der Kl keinen besonderen Stellenwert haben, au-
RBerhalb der Kl aber stark rezipiert werden. Es sind dies insbesondere Schriften,
die das Paradigma der Kl beschreiben wollen. Oft sind dies popularwissenschaftli-
che Schriften. Die meisten KIl-Wissenschaftler explizieren nicht ihre Annahmen
und den Rahmen, in dem sie arbeiten, sondern schreiben (Uber ihre Ergebnisse
innerhalb dieses Rahmens. Damit bleiben ihre Arbeitsgrundlagen implizit und der
Widerspruch zwischen diesen und den in einigen Ubersichtsartikeln dargestellten
Annahmen wird nicht deutlich. Dainsbesondere die im Beschreibungsansatz der
Kl arbeitenden Wissenschaftler nur selten metatheoretische Aussagen gemacht
haben 3% habe ich hier diesesm Ansatz mehr Raum gegeben als den Ublicherweise
beschriebenen.

7.1 Physical Symbol System Hypothesis und Wissensebene

Das haufigste MiRverstandnis soll hier einmal kurz beschrieben werden. Es geht
auf die Arbeiten von Newell und Simon (1958) zuriick. Die "Physical Symbol Sy-
stem Hypothesis®, mit der Newell 1980 versuchte, seine grundlegenden Annahmen
zu verdeutlichen, ebenso der grundsatzliche Aufsatz von Newell (1982) Uber die
Wissensebene wird haufig als das Paradigma der Kl betrachtet. Interessanterweise
erwahnen die wichtigsten KI-Einfuhrungsbicher die erste Schrift Uberhaupt
nicht. Zwei Kernpunkte werden von Newell herausgestellt:

e Prozesse konnen unabhéngig von ihrer physikalischen Basis betrachtet
werden.

e Tatigkeiten von Menschen koénnen nur beschrieben werden, wenn man
die Ziele, die sie verfolgen, mit einbezieht.

Mit dem ersten Punkt sollen Beschreibungsebenen unterschieden werden. Es
soll verdeutlicht werden, dal uns die genaue Beschreibung physischer Ablaufe
nicht dabei hilft, mentale Vorgange zu erfassen. Die Tatigkeit des Essens wird in
vielen Zusammenhdngen nicht dadurch angemessen beschrieben, da3 wir die
Kiefer, Zahne, Muskeln und den Magen medizinisch darstellen. Wenn wir einen
Restaurant-Besuch beschreiben wollen, missen wir vielmehr darlegen, dal} Essen
ein Grundbedirfnis des Menschen ist, es fir die meisten Menschen erfreulich ist
zu essen und gemeinsames Essen als geselliges Ereignis betrachtet wird. Simon
wahlt als Beispiel Newtons Gravitationsgesetz, das man als "Newton-Maschine" be-
zeichnen konnte, die Planetenbewegungen vorhersagt. Wir konnten sagen, "da

35Eine ausgezeichnete Studie tiber operationale Modelle ist Clancey (1989). Esist eines der seltenen Papiere, die
von einem in der K1 aktiven Wissenschaftler geschrieben sind und grundlegende Annahmen diskutieren. Er greift
Newells Wissensebene auf und klart die verschiedenen Interpretationsebenen.



die 'Newton-Maschine' aus einer Reihe von Differentialgleichungen besteht, mit
Tinte auf Papier geschrieben, und da wir wissen, dafd die Planeten nicht aus Tinte
bestehen und der Himmel kein Stick Papier ist, kann die ganze Theorie gar nicht
stimmen; jeder wirde wohl zugeben, dal3 eine derartige Argumentation barer Un-
sinn ware." (Simon 1977:17)

Der erste Punkt bedeutet auch, dal3 alle Beschreibungen kognitiver Tatigkei-
ten sich nicht auf einen physischen Ort beziehen. Das heif3t, es wird nicht be-
hauptet, da Sprachverstehen, Lernen oder Szenenanalyse sich in einem Kdrper
lokalisieren lassen, bzw. sich einem korperlichen Ort zuordnen lassen (z.B. einem
Ort im Gehirn). Von einer physischen Realisierung wird abstrahiert. Verschiede-
ne physische Realisierungen sind fur die Beschreibung gleichwertig. Damit kann
die Beschreibung nicht mehr zwischen auf einem Digitalrechner, auf einem
Analogrechner, im Gehirn oder im Rickenmark realisierten Prozessen unter-
scheiden. Die Kritik besagt, dal} von physikalischen Prozessen gerade nicht ab-
strahiert werden darf (s. 1.2.2.1). Das MilRverstandnis besteht darin, dal eine
Gleichsetzung von Rechner-Systemen mit menschlicher Gehirntétigkeit unter-
stellt wird. Diese Gleichsetzung ist durch den Unterschied zwischen Beschreibung
und Beschriebenem jedoch ausgeschlossen.

Der zweite Punkt ist keinesfalls eine Erfindung von Newell. Schon Dray hat
1957 darauf hingewiesen, daR rationale Erklarungen die Ziele und Uberzeugungen
eines Menschen unterstellen missen (Dray 1957). Newell sagt nun, daR in die Be-
schreibung von Tatigkeiten nur solche Annahmen einbezogen werden, die einem
rationalen Akteur unterstellt werden mussen, um sein Verhalten beschreiben zu
konnen. Seine Konstruktion geht so: Wenn ein rationaler Akteur ein Ziel Z hat
und weil3, dal? er mithilfe der Handlung H dieses Ziel erreichen kann, und er kann
H ohne Nachteile ausfiuhren, dann fluhrt er H aus. Eine Tatigkeitsbeschreibung
besteht also aus Zielen, Handlungen und Wissen Uber die Situation. Sie gibt an,
welches Ziel und welches Wissen einem Akteur berechtigterweise unterstellt
(zugeschrieben) werden kann - egal, ob er dieses Ziel und Wissen nun wirklich
hat, oder nicht. Esist der Versuch, Beschreibungen nicht ins Uferlose oder Spe-
kulative abgleiten zu lassen, auch wenn wir keine direkten Beobachtungen zur
Eingrenzung heranziehen koénnen.

Innerhalb der KI wurde hervorgehoben, daR Menschen die inferentielle
Hulle ihres Wissens nicht vollstéandig zur Verfugung steht (Konolige 1984). Es gibt
also einen Unterschied zwischen dem, was man wissen konnte, und dem, was als
Wissen fur Handlungen herangezogen wird. Dadurch kann dann die Tatigkeitsbe-
schreibung nicht mehr zur Vorhersage von Tatigkeiten bei einem bestimmten
Wissensstand genutzt werden. Eine Reparatur ware es, wenn nur aktuell verfilg-
bares Wissen in das Handeln einginge. Aber: welches ist das?

7.2 Der chinesische Raum

John Searle hat mit einem Gedankenexperiment 1980 eine lange Diskussion aus-
gelost, die immer wieder beschrieben wurde. Das Gedankenexperiment soll festle-
gen, wann wir kognitive Tatigkeiten zuschreiben durfen, und wann nicht. Inso-
fern ist es sehr ahnlich dem Turing-Test. Wahrend der Turing-Test auf die Ver-
haltensahnlichkeit von Mensch und Maschine (éhnlich der Verhaltenséhnlich-
keit von Frau und Mann) abzielt, will Searle mit seinem Experiment den Unter-
schied zwischen &ufRerem und innerem Verhalten verdeutlichen.

Ein Mensch, der Uber keinerlei Kenntnisse der chinesischen Sprache ver-
flgt, sitzt in einem Raum. Er hat eine Menge von Karteikarten, auf denen Regeln
stehen. Die Regeln geben an, was der Mensch mit bestimmten chinesischen Zei-
chen tun soll. In den Raum werden nun Karten mit Fragen in chinesischer Spra-
che hineingereicht. Der Mensch befolgt die Regeln, die auf seinen Karteikarten



stehen, und kann so selbst Zettel anfertigen, die er herausreicht. Wenn die Regeln
auf den Karteikarten alle richtig und vollstandig sind, kann er Fragen in chine-
sisch auf chinesisch richtig beantworten. Dabei versteht er nach wie vor Uber-
haupt kein Chinesisch und konnte nicht sagen, worum es bei Fragen und Ant-
worten Uberhaupt ging. Der Mensch wirde den Turing-Test bestehen, weil er sich
verhdlt wie jemand, der das Chinesische beherrscht. Dennoch wissen wir, da3 der
Mensch das Chinesische nicht beherrscht.

Sprachwissenschaftler wirden sich unendlich freuen, diese Karteikarten
zum Chinesischen zu sehen, die eine vollstandige und korrekte Syntax und Se-
mantik dieser Sprache zu sein scheinen. Die Karteikarten zusammen mit dem Men-
schen stellen ein operationales Modell der Sprachverarbeitung dar. Das allein
wirde ja schon genlgen. Wir missen dann nicht unterstellen, da Mensch und
Karten tatsachlich chinesisch kdnnen.

Man kann aber behaupten, da der Raum, also Mensch und Karteikarten,
chinesisch konnen. Nicht die einzelne Person, wohl aber der Raum als Ganzes, be-
herrscht die chinesische Sprache. Dieses ist das wesentliche Argument der KI.
Interessant ist Searles Antwort: "Die Vorstellung ist die, da3 eine Person zwar kein
Chinesisch versteht, aber die Konjunktion dieser Person mit ein paar Zetteln ir-
gendwie Chinesisch verstehen soll. Esist fur mich schwer begreiflich, wie je-
mand, der nicht in den Fangen einer ldeologie zappelt, diese Vorstellung auch nur
einen Moment lang plausibel finden kann." (Searle 1982, zitiert in Turkle
(1984:329 f)) Searle hdlt es fur selbstverstandlich, dal3 es einen Ort des Denkens
geben misse. Dieser Ort soll ein Subjekt sein. Alles andere ist fur ihn "ldeologie".
Umgekehrt kann man natirlich Searle vorwerfen, dal3 er nicht ein einziges Ge-
genargument prasentiert hat, sondern lediglich eine ldeologie. Vielmehr kénnen
wir Grunde anfihren, warum Wissen reprasentiert, aber niemals "in der Hand
gehalten" werden kann (Clancey 1989:289).

"Searle halt beharrlich an dem Vorrang von Dingen gegeniber Prozessen
fest. Er sucht nach einem Menschen in dem Raum, nach einem Neuron im Gehirn,
nach einem Ich im Denken. Seine Al-Opponenten halten mit der gleichen Be-
harrlichkeit am Vorrang von Prozessen gegeniiber Dingen fest. Woraus ein Sy-
stem besteht - ob aus Silikon, Metallteilen oder FlUssigkeiten -, ist dabei vollkom-
men irrelevant.

Die Dramatik, die in der Konfrontation der beiden Kulturen liegt, kommt auch
in einer fundamental unterschiedlichen Wahrnehmung zum Ausdruck. Fir Searle
ist Behauptung "Ein Raum denkt" per definitionem absurd. In der Al-Kultur gilt
die Uberzeugung, dal so etwas unmoglich sei, als archaischer Glaube. Fiur sie ist
die Auffassung, dal? in dem Raum ein Wesen "das Denken erledigen” misse, nichts
weiter als die moderne Fassung der Vorstellung, dal sich in der Zirbeldrise eine
"Seele" befinde." (Turkle 1984:331)
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Bedeutung 42; 161 erfillbar 6; 44

Begriff 58; 110 erklérungsadéquat 5

Begriffserwerb 110 erklarungsbasiertes Lernen 138

Begriffsstruktur 58; 112; 113; 114 Ersetzungsprobe 167

Beispiel 113; 115: 118 Evidenzverstérkung 83

Belegung 44 Evidenzwerte 83

Beobachtung 118; 130; 134 Expertensystem 69, 85; 89

beobachtungsadaquat 4; 150 Expertensystem-Hille 86; 87



extensionale Bedeutung 180 Interpretation 61

Interpreter 74; 76; 86

—F—
Interpreterstrategie 75; 78; 79
Fakt 16 isa 50; 51; 52; 53
falschheitserhaltend 42
L —K—
Fertigkeiten 4; 103; 159
folgerbar 45 Kalkul 47; 70
formale Modelle 6 Kategorie 110; 111
formale Semantik 70 Kategorisierung 110
Frame 52; 53; 54; 55 Klassifikation 89; 90; 110; 126; 133
Funktionsmodell 8; 9 Klassifikationsalgorithmus 62; 68
Klausel 15; 47
—G—
Komplexitétsklasse 6
Generalisierung 122; 123; 124 Kompositionalitat 180
—H— konjunktive Normalform 46

Konstruktionsansatz 3; 9
heuristische Suche 28; 33

Kontraposition 46
Hornformel 48

korrekt 48; 65
Hornklausel 15; 47

Kurzzeitgedéchtnis 73; 74; 75

definite 121

—L—

Langzeitgedéchtnis 73; 74
ID3 12
Leistungsmodell 8
Identifikation im Grenzwert 149
lernbar 152
immediate dominance 168
Lernen 74; 75; 108; 109; 113; 115; 116; 118
induktiver Schlu3 115

Lernset 116
Ingenieursansatz 3; 75

Lexem 175
Instanz 58

Lexikon 175

intensionale Ausdricke 181

Lexikonkomponente 176
intensionale Bedeutung 180

linear precedence 168



Litera 15; 46

—R—
Itree 179
Realisierungsalgorithmus 68
—M—
Referent 180
Merkmal sstruktur 174 Regelkompilierung 80
Minimax-Algorithmus 37; 40 Resolution 19
Modell 67; 121; 142; 147; 149 Resolvent 19
Modell, minimales 121 Restriktion 184
Monotonie 146 Rete 80
Morphem 175 Rolle 58; 59; 60; 61; 70
Morphologie 164 Ruckwaértsverkettung 19; 54; 77; 95
Morphologische Analyse 175; 178 Ruckziehverfahren 30; 78; 79
—N— —S—
neuronale Netze 12; 127; 128 Semantik 5; 42; 159; 161
0 Semantische Netze 49; 52

semantische Représentationssprache 181; 182

operationale Semantik 70 Simulation 11: 12

operationales Modell  7; 9; 12; 74; 190 Sinn 42: 161

—p— Skopus 184

Spezialisierung 122; 123; 124
PAC-learning 151
star 134
Parser 169
Struktur 61
Pragmatik 159; 162
Strukturbeschreibung 169; 171; 172
Problemraum 27
Substitution 21; 180
Produktionenregel 74
Subsumtion 141
Produktionensystem 73; 74
generalisierte 143
Prolog-Programm 16
relativ zu Hintergrundwissen 142

—Q— Suche 27: 121

Quantor 184 Suchraum 121; 124



Suchverfahren 28; 32; 34; 79

Syntax 5; 42; 159; 161; 164

—T—

T-Box 58; 61; 62; 65; 69
Terme 16
Termsubsumtion 61
Testset 116

Tiefensuche 28; 30; 33

top-down Strategie 169

—U—

Unifikation 21
unifikationsbasierte Grammatik 174
Unifikator 21

algemeinster 21

—\V—

Vapnik-Chervonenkis-Dimension 152
Vererbung 51; 60
Verschiebeprobe 167

Versionenraum 123

Verstandlichkeit 5
Vollformenlexikon 175
vollsténdig 48
Vorgebirgsproblem 33

Vorwértsverkettung 54; 69; 76; 77

—W—

wahrheitserhaltend 42

Wahrheitswert 43

Wahrscheinlich anndhernd korrektes Lernen 151

Widerlegung 48

widersprichlich 46

Wissen 4; 27; 75; 159

Wissensebene 56; 89; 188
Wissensreprasentation 27
Wissensreprasentationsformalismus 27
Wissensreprasentationssprache 27

Wissensreprésentationssystem 27
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