1 Was ist Kinstliche Intelligenz

Kaum eine Bezeichnung hat so viele widersprichliche Reaktionen hervor-
gerufen wie die jenes Faches, in das ich Sie nun einfdhren will: "klnstliche
Intelligenz". Es wurde daher schon oft vorgeschlagen, das Fach anders zu
benennen, z.B. schlug Wolfgang Bibel die Bezeichnung "Intellektik" vor. Ei-
ne Bezeichnung bekommt aber stets nach einiger Zeit den Klang, der dem
Bezeichneten anhaftet. Daher ist es wichtiger, sich mit der kinstlichen 1In-
telligenz selbst und den Reaktionen auf sie auseinanderzusetzen, als ihr ei-
nen anderen Namen zu geben.

Ein Fach konstituiert sich mindestens durch
e ein Erkenntnisinteresse, also ein Thema,
 eine Terminologie,

 einen Stand der Diskussion, also eine Menge von Annahmen, auf die
sich ein Kreis von Kolleglnnen geeinigt hat, und durch

e eine Reihe von Methoden.

Im Verlaufe der Vorlesung werden Sie einige Forschungsthemen, die
Terminologie und die dahinter stehenden Annahmen und die wesentlichen
Methoden der klnstlichen Intelligenz, von jetzt ab kurz "KI" genannt, ken-
nenlernen. Dabei werde ich stets die Entwicklung der fachlichen Diskussion
zum Thema skizzieren. Vorab aber soll das globale Thema der Kl umrissen
werden (1.1). Dann wird die generelle Herangehensweise der Kl diskutiert,
indem drei verschiedene Ansdtze genannt werden (1.2).

1.1 Das Thema der KI

Die am haufigsten angegebene Bestimmung der Kl ist: Verhalten, das beim
Menschen als intelligent betrachtet wird, soll mithilfe von Rechnern model-
liert werden, um

» menschliches Verhalten genauer zu verstehen und zu beschreiben
 Rechner menschengerechter zu machen
 menschliche Fahigkeiten auf Rechnern verfligbar zu machen.

Diese Bestimmung hélt verschiedene Ansétze der Kl zusammen. Sie gibt
namlich nicht an, was as intelligentes Verhalten zahlen soll, und sie gibt
ebenfalls nicht an, wie wir uns die Modellierung vorzustellen haben. An die-
sen Stellen verweist die Bestimmung auf den jeweils aktuellen Stand der Dis-
kussion. Was sie genau angibt, ist, da? die Modellierung mithilfe von Re-
chenanlagen erfolgen soll. Dabei legt sie aber nicht fest, welche Rolle der
Rechner spielen soll.

Was als intelligentes Verhalten oder Intelligenz angesehen wird, wan-
delt sich - nicht zuletzt wegen der Entwicklungen innerhalb der Informatik.
So wurde die Fahigkeit zu rechnen friher als ein Zeichen von Intelligenz
betrachtet. Heute hingegen, wo es billige Taschenrechner gibt, hat sich das
menschliche Selbstbild von dieser Fahigkeit zurickgezogen. Esist kein we-



sentliches Merkmal menschlicher Intelligenz mehr. Auch Erinnerungslei-
stungen wurden friher als Zeichen von Intelligenz eingestuft. Heute hinge-
gen, wo das Speichern von Daten Blchern und Rechnern zukommt, wird das
Gedachtnis nicht mehr as bedeutendes Merkmal menschlicher Intelligenz
betrachtet. Erinnern und Rechnen wird zwar durchaus noch as menschli-
che kognitive Fahigkeit gesehen, ist aber in seiner Bedeutung herabgestuft
worden, weil es Rechnern so leicht féallt.

Andere Fahigkeiten hingegen, die friher als selbstverstandlich be-
trachtet und daher wenig beachtet wurden, sind nun in den Blickpunkt des
Interesses geraten, weil sie auf Rechenanlagen kaum oder gar nicht zu re-
produzieren sind: eine Schraube eindrehen, einen Gegenstand erkennen,
sprechen, lesen, eine Geschichte erzéhlen, einen Fehler als solchen erken-
nen und in Zukunft vermeiden, eine Melodie nachsingen. Essind fur Men-
schen ganz einfache Téatigkeiten. Sie kénnen nur schwer beschrieben wer-
den. Fragen Sie einmal einen Menschen, wie er einen Schuh zubindet. Bitten
Sie ihn, das ganz genau zu beschreiben! Es sind Tétigkeiten, die selten erklart
werden. Fragen Sie jemanden, woher er weil3, dal etwas ein Tisch ist. "lst
doch klar" ist die haufigste Antwort. Gerade mit der Beschreibung solcher
Tatigkeiten beschéaftigt sich die KI. Und darin kann man eine Bedrohung far
das Selbstbild des Menschen sehen oder eben auch eine besondere Achtung
vor dem Menschen.

Den zu modellierenden Tétigkeiten entsprechen Teilbereiche der KI. Die
Liste ist nicht abgeschlossen und besitzt keine prinzipielle Glltigkeit. Sie
gibt lediglich den jetzigen Stand der historisch gewachsenen Beschéaftigung
mit kognitiven Tatigkeiten wieder:

* Problemldsen: Theorembeweisen,Diagnose as heuristische Klassifi-
kation, Spielen: Schach, Dame, Mihle,

* Wissensreprasentation:  Schluf3folgern  (Inferenzen), Wahrheitser-
haltung, Revision

* Planung: Handlungsreprasentation, Linearisierung von Handlungen

 maschinelles Lernen: induktives Lernen aus Beispielen, induktives
Lernen aus Erfahrungen, deduktives Optimieren von Regelmengen

* Bildverarbeitung: Einzelbildverstehen, Szenenanalyse

« Sprachverarbeitung: maschinelle Ubersetzung, Textverstehen und
Informationsextraktion, Dialogsysteme, gesprochene Sprache analy-
sieren und synthetisieren

Die Gliederung der Kl nach solchen Téatigkeit wird zunehmend umgean-
dert in eine Gliederung nach methodischen Ansédtzen. Soist eine eindeutige
Zuordnung mancher Arbeiten zu Wissensreprasentation, Problemlésen, Ler-
nen oder Planung schwierig: zum Beispiel dann, wenn Formalismen zum
nicht-monotonen Schliellen behandelt werden. Eine solche Arbeit mag ein
Phéanomen rekonstruieren, das bei verschiedenen Tatigkeiten postuliert
wird. Die Sprachverarbeitung ist am einfachsten als Teilbereich herauszu-
stellen, weil sie eine Mutterdisziplin, namlich die Linguistik hat, auf die sie
sich bezieht, und weil sie Phanomene behandelt, die letztlich am menschli-
chen Sprachverhalten festzumachen sind. Esist die menschliche Sprachge-
meinschaft, die festlegt, was ein wohlgeformter Satz ist, und was nicht. Hin-
gegen legt sie nicht fest, was eine wohlgeformte Formel ist und wie eine



Theorie revidiert werden mufR. Dies ist vielmehr in der Diskussion unter Wis-
senschaftlern begrindet, an der die KI-Wissenschaftler teilhaben.

1.2 Ansatze innerhalb der KI

In der KI werden - meist implizit - verschiedene Annahmen (Uber die Art der
Modellierung und die Rolle von Rechenanlagen bei der Modellierung ge-
macht. Danach koénnen wir drei Ansdtze herausarbeiten:

* Ingenieursansatz:
Rechenanlagen sollen mit mehr Fahigkeiten als bisher ausgestattet
werden, sei es, um Benutzern angemessenere Arbeitsmittel an die
Hand zu geben, sei es, um Arbeitskrafte durch Maschinen zu erset-
zen. Der Rechner spielt die Rolle eines Werkzeugs im ArbeitsprozelR.

* Beschreibungsansatz:
Modelle als Beschreibungen intelligenter Téatigkeiten sollen auf dem
Rechner dargestellt werden, damit sie besser validiert werden kon-
nen. Der Rechner spielt die Rolle eines besonderen Buches, das Kon-
sequenzen eines Modells selbst aufzeigen kann.

» Konstruktionsansatz:
Das Modell eines Wesens soll nachgebaut werden. Der Rechner spielt
die Rolle eines kinstlichen Wesens.

Der Ingenieursansatz wird als praxis-orientierter Teil von sowohl dem
Beschreibungs- wie auch dem Konstruktionsansatz mitverfolgt. Allgemeine
Diskussionen zu diesem Ansatz unterscheiden sich nicht von Diskussionen in
anderen Bereichen der Informatik (Stichwort: Tailorisierung der Kopfar-
beit).

Der Beschreibungs- und der Konstruktionsansatz hingegen haben eine
lange Tradition von Auseinandersetzungen: zum einen diskutieren die Ver-
treterlnnen der Ansatze untereinander, zum anderen wurden beide von au-
Ben kritisiert. Dader Beschreibungsansatz bisher am wenigsten explizit ge-
macht wurde (und da ich obendrein diesem Ansatz folge), beschreibe ich ihn
am grundlichsten (1.2.1). Der Konstruktionsansatz ist durch neuronale Netze,
"klnstliche Realitat" und "kinstliches Leben" in jlngster Zeit wieder aktuell
geworden (1.2.2).

1.2.1 Beschreibungsansatz

Der Beschreibungsansatz der Kl hat zum Ziel, kognitive Tétigkeiten zu be-
schreiben. Die Beschreibung hat selbst natlrlich ganz andere Eigenschaften
als das Beschriebene. Das Wort "Hund" bellt nicht, der Satz "Ich falle herun-
ter" fallt nicht. Beschreibung und Beschriebenes befinden sich auf ver-
schiedenen Ebenen, die nur zum Scherz vermischt werden durfen. Im fol-
genden soll kurz umrissen werden, was hier unter wissenschaftlichen Be-
schreibungen oder auch Modellen verstanden wird und welche Eigenschaf-
ten sie haben konnen. Insbesondere werden die operationalen Modelle skiz-
ziert und versucht, die haufigsten MiRverstandnisse zu vermeiden, mit denen
auf sie reagiert wird. AbschlieRend werden einige AuRerungen von KI-
Vertretern zitiert, die den Beschreibungsansatz veranschaulichen.



1.2.1.1 Explizitheit und Bewulitheit

Eine Beschreibung ist explizit bezuglich dessen, was sie beschreibt. Sie mag
implizit auch Annahmen Uber andere Sachverhalte einschliefen. In jedem
Falle aber ist es die Explikation von etwas, die eine Beschreibung von etwas
ausmacht. Da Beschreibung und Beschriebenes auf verschiedenen Ebenen
sind, a3t sich aus der Explikation nicht folgern, dal3 das Beschriebene eben-
falls explizit oder bewuf3t sei. Z.B. messen die Molekile eines Gases nicht etwa
Volumen, Druck und Temperatur, um dem Gasgesetz zu entsprechen. Entspre-
chend missen wir auch nicht annehmen, da3 Menschen eine bestimmte
Grammatik (bewuf3t) im Kopf haben. Viele kognitive Téatigkeiten werden von
Menschen unbewuf3t ausgefihrt und kénnen von ihnen selbst nicht erklart
werden. So kann ein Mensch, der gut im Kopf rechnen kann, nicht unbe-
dingt das Rechnen erklaren. Gleichzeitig kann ein Mathematiker, der das
Rechnen expliziert und eine Beschreibung von Berechnungen vorlegt,
nicht notwendigerweise selbst gut rechnen. Ublicherweise unterschieden
wir deshalb Fertigkeiten von Wissen. Dabei sind Fertigkeiten unbewulite
(kognitive) Vorgange, wahrend Wissen bewuft und explizit ist. Beschrei-
bungen gehdren immer zum Wissen. Das Beschriebene kann eine Fertigkeit
sein. In der Kl beziehen sich die meisten Beschreibungen auf menschliche
Fertigkeiten. Damit wird in keiner Weise (es kann gar nicht oft genug betont
werden, weil es immer gerade an dieser Stelle zu MiRverstdndnissen kommt)
dem Menschen unterstellt, er Ube solche Tatigkeiten aufgrund von Wissen
aus.

1.2.1.2 Adaquatheit

Beschreibungen sind dem Beschriebenen in verschiedenem Grade adaquat.
In der Sprachwissenschaft haben sich die folgenden zwei Adaquatheitsbe-
griffe durchgesetzt, die wir fur die KI Ubernehmen konnen.

"Eine Darstellung ist beobachtungsadaquat, wenn sie ale im Hin-
blick auf eine Fragestellung wichtigen Eigenschaften eines Phanomens oder
zahlreicher herausgegriffener Phanomene in ihrer jeweiligen Gliederung
erfaldt. Dies wirde aber zulassen, daf3 ad hoc fur diese gerade herausgegrif-
fenen Pha&nomene bestimmte Beschreibungsverfahren gewdahlt wirden, die
bei anderen Phanomenen vielleicht nicht mehr anwendbar sind. Deshalb
wird eine hohere Form der Adaquatheit angestrebt: namlich die Beschrei-
bungsadaquatheit.

Eine Darstellung ist beschreibungsadaquat, wenn sie sich auf ein
System von Verfahren stitzt, das ein ganzes Feld systematisch zusammenge-
horiger Ph&nomene zu erfassen erlaubt. Nicht nur die tatsdchlich beobach-
teten Ph&nomene, sondern auch alle potentiell beobachtbaren Phé&nomene
innerhalb dieses Feldes sollen erfaldt werden konnen.

Die Berechtigung, derart ein ganzes Feld systematisch zusammengeho-
riger moglicher Erscheinungen abzustecken und sich damit auf allgemeine
Gesetzmaligkeiten oder allgemeine Regeln zu berufen, ergibt sich nicht al-
lein aus Beobachtungen und Pha&nomenbeschreibungen,... Sie ergibt sich aus
einem bestimmten erklarenden und theoretischen Anspruch und aus der



allgemeinen Problemlage, wie sie von einer Wissenschaft gegenwartig gese-
hen wird." (Wunderlich 1974:87f)1

Beim maschinellen Lernen werden wir diese Adaquatheitsbegriffe un-
ter anderen Namen wiederfinden. An dieser Stelle geht es darum, Beschrei-
bungen im wissenschaftlichen Sinne etwas genauer zu fassen.

1.2.1.3 Phadnomene

Von jetzt an werden wir solche wissenschaftlichen Beschreibungen
"Modelle" nennen, um das Wort "Beschreibung" umgangssprachlich lassen
zu kénnen. Modelle beziehen sich also auf mogliche und tatsachliche Beob-
achtungen, die as Phéanomene festgelegt wurden, wund auf einen
"theoretischen Anspruch", der festlegt, was wir als Modell eines Phanomens
akzeptieren und was wir as "System von Verfahren" begreifen wollen. Das
Festlegen von Phénomenen wahlt bereits unter Beobachtungen aus und ord-
net sie unter einem gewissen Aspekt an. Modelle explizieren also nicht alles,
was wir beobachten koénnen, sondern nur jeweils das, worauf es uns unter
einem bestimmten Aspekt ankommt. Stellen Sie sich vor, Sie sehen in einem
Werbefilm zwei Méanner, die Billard spielen und dabei reden. Sie kdnnen
Aspekte oder Teile dieser Situation as Phanomene betrachten: was die M an-
ner sagen, sind deutsche Texte (syntaktisch und semantisch wohlgeformt),
wie die Billardkugeln sich bewegen, ist ein vollkommen elastischer Stof3, der
ganze Film ist eine Produktwerbung. Diese Phé&nomene werden von Modellen
unterschiedlicher Wissenschaftsdisziplinen abgedeckt: die Syntax und Se-
mantik des Deutschen beschreibt die AuRerungen, die Impuls- und Energie-
erhaltung beschreibt den vollkommen elastischen Stof3, und ein Modell der
Kommunikationswissenschaft kénnte die Werbung beschreiben.

1.2.1.4 Eigenschaften von Sprachen

Ein Modell muf3 in irgendeiner Sprache geschrieben sein. Diese Sprache
kann eine naturliche Sprache sein oder eine formale Sprache. Sie kann als
Zeichen Laute, Buchstaben, Ziffern oder Rauchwdlkchen verwenden
(Alphabet). Die Regeln, nach denen die Zeichen zusammengesetzt werden
durfen (Syntax: Bildung wohlgeformter Ausdricke oder Wéorter), koénnen
unbewuf3t befolgt werden oder explizit bekannt sein. Ebenso konnen die Re-
geln, wie Aussagen der Sprache zu interpretieren sind (Semantik: Abbildung
auf das Beschriebene oder auf Wahrheitswerte), unbewuf3t oder bewuldt sein.
Jede gewadhlte Sprache fir ein Modell hat bestimmte Eigenschaften:

* Sie hat eine bestimmte Ausdrucksféahigkeit (expressability). Wenn
wir als Beschreibungssprache z.B. die Aussagenlogik wéhlen, kénnen
wir Relationen nicht ordentlich ausdriicken. In naturlicher Sprache
hingegen konnen wir alles ausdricken.

 Sie ist fur bestimmte Menschen leicht oder schwer zu verstehen
(Verstéandlichkeit). So gibt es Wissenschaftssprachen, die unter
Wissenschaftlern MilRverstdndnisse vermeiden helfen, fir andere
Menschen  hingegen miRverstandlich bis unverstandlich sind.

1Chomsky (1964) fiihrt fiir die Sprachwissenschaft noch die Erk arungsadaguatheit ein. Eine Grammatikt-
heorieist erkldrungsadéaquat, wenn sie auf der Basis von priméren Daten (A ul3erungen) eine beschreibungs-
adaquate Grammatik auswahlen kann.



Manchmal ist eine graphische Sprache leichter zu verstehen, als et-
wa das Deutsche.

* Es ist (nicht) entscheidbar, ob ein beliebiges Wort Uber dem Alpha-
bet zu der gewéhlten Sprache gehért. Wenn wir nur eine endliche
Menge von Woéortern zugelassen haben, so ist unsere Beschreibungs-
sprache natirlich entscheidbar. Esist fraglich, ob natirliche Spra-
chen eine endliche Menge von Wéortern haben und ob wir den Duden
fur das Deutsche als vollstdndige Aufzéhlung akzeptieren.

* Esgibt (k)einen Entscheidungsalgorithmus, der angibt, ob ein belie-
biger Ausdruck der Sprache wahr sein kann, also erfillbar ist. Bei
der Aussagenlogik ist es einfach, fur jeden moglichen Wahrheitswert
(wahr oder falsch) jeder Aussagenvariablen (z.B. p, q) festzustellen,
ob der Ausdruck (z.B. - p O0q) wahr sein kann. Bei der Menge der
deutschen Sétze hingegen gibt es wohl keinen Entscheidungsalgo-
rithmus - wir haben ja noch nicht mal die Interpretation, die uns
Wahrheitswerte fur (welche?) semantischen Entitaten liefern wdirde!

» Die Sprache gehort in eine bestimmte Komplexitédtsklasse. Bei der
Aussagenlogik ist schon die Menge aller erfuallbaren Ausdricke nur
in exponentieller Zeit bezuglich der Anzahl von Aussagenvariablen
festzustellen, d.h. sie gehort (semantisch) in die Klasse der nicht-
polynomialen Sprachen. Natirliche Sprachen werden Ublicherweise
nach ihrer Syntax in eine Komplexitatsklasse der Chomsky-
Hierarchie eingeordnet, wo sie schwach kontextsensitiv sind.

1.2.1.5 Formale Modelle

Die Eigenschaften der Beschreibungssprache sind deshalb wichtig, weil das
Modell ja leichter zu handhaben sein soll als das Beschriebene. Die verschie-
denen Eigenschaften zeigen unterschiedliche Gesichtspunkte auf, nach de-
nen wir eine Beschreibungssprache auswéahlen. Die Gesichtspunkte Aus-
drucksfahigkeit und Komplexitat liefern geradezu entgegengesetzte Spra-
chen. Nicht unter allen Gesichtspunkten und fur alle, die mit dem Modell ar-
beiten wollen, ist eine formale Sprache ginstiger als die natdrliche. Auch in
der Kl wird nicht alles formalisiert. Dennoch ist die Herangehensweise der
Kl insgesamt eine formale. Es wird eine formale Sprache gesucht, mit der die
wichtigen Ph&nomene zusammenhdngend beschrieben werden koénnen. Da-
bei soll diese Sprache auch mdoglichst vielen Menschen verstdndlich sein, da
nur Menschen dartber befinden, ob ein Modell akzeptiert wird, oder nicht.
Oder, anders ausgedriickt: es werden formale Modelle fur kognitive Tatig-
keiten konstruiert. Die Formalisierung hat den grof3en Vorteil der leichteren
Uberpriifbarkeit von Behauptungen am Modell. Am leichtesten 4Bt sich ein
Modell nutzen, wenn man an verschiedenen (syntaktischen) Formen bereits
(semantische) Bedeutungsunterschiede festmachen kann, und wenn Prozes-
se der Veranderung sich auch in einer verdnderten Form niederschlagen.
Obendrein sollten die Merkmale, die fuir das Modell wichtig sind, leicht zu-
ganglich sein, wahrend unwichtigere Merkmale ruhig schwieriger abzule-
sen sein dirfen.

1.2.1.6 Operationale Modelle

Soweit unterscheidet sich der Beschreibungsansatz der Kl in_seiner Heran -
gehensweise tberhaupt nicht von der modernen Sprachwissenschaft, eini-
gen Zweigen der Psychologie und der Informatik. Das Kl-Spezifische mag in




der Kombination von Thema und Herangehensweise, in der Auswahl von
Kriterien bei der Entwicklung von formalen Sprachen fiur Modelle und
schlie8lich darin liegen, da die Modelle nicht nur formal und dennoch ver-
standlich, sondern auch operational sein sollen. Ein operationales Modell
kann das Verhalten, das es beschreibt, auch hervorbringen. Ein KI-System
zur Sprachverarbeitung beschreibt einen Dialog, indem es ihn fihrt. Ein KI-
System zum Planen beschreibt Planung, indem es plant. Ein maschinelles
Lernsystem beschreibt Lernverhalten, indem es lernt. Und an dieser Stelle
geraten dann viele der eben noch deutlichen Unterschiede aus dem Blick-
feld. Jetzt bellt pl6tzlich das Modell vom Hund, und die Eigenschaften des Mo-
dells entsprechen dem Beschriebenen, und damit scheint eine eineindeutige
Entsprechung zwischen Menschen und Rechnern mdoglich. Dasist aber nur
bei oberflachlicher Betrachtung so. Tatsachlich gelten alle oben gemachten
Aussagen immer noch - ein operationales Modell spielt immer noch die Rolle
eines Buches, nur eben die eines besonders praktischen Buches.

Wir durfen nicht vergessen, dal? wir fur die Modellbildung Ph&nomene
isoliert haben und schon damit einen Unterschied zwischen dem Beschrie-
benen und der komplexen Realitat hervorgerufen haben. Um im Beispiel zu
bleiben: ein operationales Modell von einem Hund beziglich des Bellens be-
schreibt das Bellen mit einer formalen Beschreibung vom Bellen, die ausge-
fohrt wird. Damit ist aber keineswegs der Hund in seiner ganzen Komplexitéat
beschrieben. Wie oben schon ausgesagt, abstrahiert ein Modell von den Be-
obachtungen, die es nicht beschreiben soll. AuRerdem entsprechen die Ei-
genschaften des Modells nicht eineindeutig den Eigenschaften des Beschrie-
benen. Die Beschreibung vom Bellen mag erfullbare Sétze enthalten. Aber
wie sollte wohl das Bellen eines Hundes erfullbar sein? Selbst da, wo sich
Eigenschaften auf das Modell genauso wie auf das Beschriebene beziehen
konnen, ist die Beziehung ein biRchen komplizierter. So kdénnen wir zwar
sicher sein, dal wir eine kontextsensitive Sprache nicht mit einem kontext-
freien Modell vollstandig beschreiben kdnnen. Aber nur, weil wir eine ein-
fache Sprache (z.B. Hundebellen) mit einem kontextsensitiven Modell be-
schrieben haben, mull diese nicht pl6tzlich komplexer werden; sie bleibt
einfach, wie immer wir sie beschreiben.

Genauso wie zu Beginn der Modellbildung unter einem Aspekt wichtige
Eigenschaften aus der Realitdt hervorgehoben werden, so wird auch das
Verhalten eines operationalen Modells wieder eingeteilt in relevante und
abundante Merkmale, d.h. lediglich durch die technische Realisierung
des Modells bedingte Merkmale (v. Hahn 1978). Bei einer methodisch saube-
ren Modellbildung missen wir vorher festlegen, was wir hinterher als rele-
vante Merkmale akzeptieren wollen.

Ein operationales Modell ist praktisch, weil es Konsequenzen von
theoretischen Behauptungen deutlich macht und damit dem Menschen eine
Reihe von Arbeiten beim Testen abnimmt. Zum Beispiel kann eine operatio-
nale Grammatik Sétze produzieren, die wir dann nur noch daraufhin prafen
mussen, ob sie wohlgeformt sind oder nicht. Die Sdtze als Konsequenz der
Grammatik werden vom operationalen Modell automatisch geliefert. Hatten
wir nur eine formale Grammatik in einem Buch stehen, so muften wir selbst
die Grammatikregeln ausfihren, um einen Satz zu konstruieren, den wir
dann prifen koénnten. Dabei wirden uns Fehler unterlaufen, und wir wir-
den nicht viele Sitze am Tag erzeugen. Operationale Modelle regen zu Er-
kenntnissen an, weil sie dazu zwingen, alles zu explizieren, was zum Hervor-
bringen des gewiinschten Verhaltens notwendig ist. Da das Modell nach ex-
plizit angegebenen Vorschriften ausgewertet wird, liefert es nichts oder Fal-
sches, wenn die Ausfihrungsvorschriften nicht korrekt oder unvollstandig
sind. Schreiben wir das Modell nur auf, merken wir vielleicht nicht, dal wir



etwas vergessen haben. Als Leser eines Buches interpretieren wir leicht
Ausdricke so, wie sie gemeint waren, statt sie so zu interpretieren, wie es an-
gegeben ist. SchlieBlich bieten die operationalen Modelle eine Terminologie
fur komplexe Vorgange. Die Beschreibung bleibt damit nicht nur auf einzel-
ne Daten beschrankt (Leistungsmodell), sondern kann ein Modell von
(theoretischen) Prozessen bieten (Funktionsmodell). Zum Beispiel kdnnen
wir bei der Sprachverarbeitung von einer "Suche im Lexikon" sprechen. Wir
behaupten damit nicht, da3 Menschen im Kopf ein Lexikon haben, das sie
durchsuchen. Wir behaupten damit aber, da wir einen Teil menschlichen
Sprachverhaltens als Suche im Lexikon beschreiben kdnnen.

1.2.1.7 Zitate

Herbert Simon kann nicht durchgéngig als Vertreter des Beschreibungsan-
satzes gelten. 1957 machte er Prophezeiungen zur Zukunft der KI. Innerhalb
von 10 Jahren

* wirde ein Rechner Schachweltmeister
* wirden Rechner hochwertige Musik komponieren koénnen

* wirde das Programm die Standardform einer psychologischen Theo-
rie werden.

Heute, mehr als 40 Jahre spater, wissen wir: Die jetzigen Schachpro-
gramme schlagen selbst den Weltmeister. Die Komposition ist nicht so stark
modelliert worden, obwohl es einige Ansdtze gibt. Programmbeschreibun-
gen, aso Beschreibungen von Beschreibungen, haben in der Psychologie
einen grolBen EinfluR. Immerhin mit dieser Modifikation seines letzten
Punktes, der im Sinne des Beschreibungsansatzes gelesen werden kann, hat
er ein Ziel der Kl formuliert. Wir werden bei der Wissensreprasentation se-
hen, dal tatsdchlich als operationales Modell nicht mehr die unterste Spra-
chebene eines Programms, sondern seine logische Rekonstruktion angege-
ben wird.

Von Herbert Simon stammt auch das illustrierende Beispiel der Ameise:
Die Spur einer Ameise, die von einem Ort zum anderen geht, ist sehr kompli-
ziert. Versuche, mit mathematischen Funktionen die Spur zu beschreiben,
sind kompliziert und erkléren nichts - wenn sie moglich sind. Betrachtet
man aber die Umgebung der Ameise, ist eine Regel ausreichend:

immer den untersten Weg in ungeféhrer Richtung auf das Ziel wah-
len!

Man braucht dazu auch nicht die Zellen und Molekiule der Ameise zu
betrachten. Die Zellstruktur der Ameise ist sehr komplex. Aber sie ist irrele-
vant fir das Verhalten der Ameise in einer komplexen Umwelt. Die mikro-
skopische Ebene erklart nicht das Verhalten der Ameise. (Simon 1969 :35f
zitiert in Weizenbaum 1978:176)

Ein anderer Kl-Vertreter, der in vielen AuRerungen jedoch dem Kon-
struktionsansatz angehort, ist Roger Schank. Shirley Turkle hat ihn inter-
viewt: "Wir sind in vieler Hinsicht die Philosophen von heute. Wir wenden
uns den gleichen Fragen zu, mit denen sich schon Aristoteles und nach ihm
alle anderen beschéftigt haben. Wir haben eine andere Methode, dies zu tun.
Diese Methode laRt sich in einem Begriff zusammenfassen: Prozefy. Wir sagen,
dal} der richtige Ansatz zur Analyse von Ereignissen der Welt der prozessuale



Ansatz ist, bei dem Klarheit daruber besteht, wie die einzelnen Schritte aus-
sehen und welches die Eingaben sind, und der die Algorithmen liefert, um
von einem Ort zum anderen, von Ort A nach Ort B zu gelangen.” (Turkle 1984:
321)

Schlielllich ein Beispiel, das illustriert, wie ein operationales Modell es
erlaubt, Uber Prozesse zu reden, ohne da3 man dem Funktionsmodell eine
physische Realitdt im Menschen zusprechen mufte. Siegmund Freud hat
Versprecher als Fehlleistungen in der Weise gedeutet, dal3 dort unbewuflite
Winsche an die Oberflache dringen. Donald Norman hingegen hat die von
Freud angegeben Féalle untersucht und dabei festgestellt, dal3 die verwech-
selten Woéorter inhaltlich nah beeinander liegen: "trocken"-"nafR", "ertffnet"-

"geschlossen”, "heiR"-"kalt" sind sich jeweils sehr &hnlich. Wenn wir diese
Worter inhaltlich reprasentieren, haben sie nur ein Bit Unterschied. Aus
diesem Grund ist eine Verwechslung wahrscheinlich - insbesondere wenn

der Mensch aufgeregt ist. Tatsdchlich findet man keine Félle, wo Menschen
inhaltlich fern liegende Worter falschlich &auf3ern. Noch weitere Annahmen,
wie die von Freud, sind gar nicht ndétig, um die Fehlleistung zu beschreiben.
Wenn man also an ein Modell die Anforderung stellt, es solle nur so viel an-
nehmen, wie zur Beschreibung notwendig ist, reicht das Informationsmodell
aus und ist einfacher als das Freudsche Modell (Turkle 1984: 306).

1.2.2 Konstruktionsansatz

Der Konstruktionsansatz beherrschte Teile der Kl in den frihen 60er Jahren,
wurde dann aber zuriickgedrangt, da er keine konkreten Ergebnisse liefern
konnte oder, wie im Falle des Perzeptrons, seine Ergebnisse sich as zu
schwach herausstellten. Der Konstruktionsansatz will mithilfe des Rechners
intelligente  Wesen konstruieren. Intelligenz sei dadurch zu untersuchen,
dal man sie selbst herstellt. Hier wird also nicht mehr einem Modell von
Menschen eine Eigenschaft zugeschrieben, sondern die Eigenschaft wird fur
das geschaffene Objekt behauptet. Damit ist der Rechner mit seinem Pro-
gramm nicht mehr eine Beschreibung von intelligenten Prozessen, sondern
ist selbst ein intelligenter Proze. Man sagt, dal3 der Mensch eine Instanz
von intelligenten Wesen ist, und ein KI-System ist eine andere Instanz von
intelligenten Wesen. Somit sind die Systeme dem Menschen oder Tieren
analog. Zu einem intelligenten Wesen gehort natdrlich mehr as zu einer
Beschreibung eines intelligenten Wesens. Wahrend Beschreibungen in ir-
gendeiner Form symbolisch sind (Gleichungen, logische Formeln, Funktio-
nen, Listen), gehort zu einem Wesen auch die nicht-symbolische Materie.
Wahrend es bei einem Buch oder operationalen Modell nicht darauf an-
kommt, ob es auf Papier, auf dem Bildschirm, (ber einen CD-Spieler oder wie
auch immer lesbar wird, kommt es bei einem Wesen durchaus darauf an, wie
es materiell in der Welt ist. Wenn man den Pfad der Ameise beschreiben will,
braucht man ihren Koérper nicht zu modellieren, wenn man eine kinstliche
Ameise bauen will, mu3 man ihre Sinnesorgane (Perzeptoren) und ihre
Beine (Effektoren) auch konstruieren.

Es gibt zwei wesentliche Argumente des Konstruktionsansatzes, die ihn
von dem Beschreibungsansatz abgrenzen:

* Durch die Abstraktion von der physikalischen Ebene von Lebewesen,
verlieren wir die eigentlichen Wurzeln der Intelligenz. Intelligenz
ist auf korperliche Erfahrung gegrindet und kann nur durch sie er-
klart werden.



» Die logischen Beschreibungen sind umstandlich, wenn wir Selbstor-
ganisationsprinzipien untersuchen wollen. Andere Verfahren - die
ebenfalls symbolisch, aber nicht logisch sind - erlauben es, emer-
gentes (emergent: auftauchend, hervortretend) Verhalten eleganter
zu modellieren.

Beide Argumente werden im folgenden kurz skizziert und dann durch
Zitate veranschaulicht.

1.2.2.1 Korperlichkeit der Intelligenz

Die meisten Phanomene, die mithilfe des Beschreibungsansatzes untersucht
wurden, setzen bereits andere, elementarere Téatigkeiten voraus. Wenn wir
eine natlrliche Sprache beschreiben, abstrahieren wir von der elementaren
menschlichen Fahigkeit, Laute aus einer allgemeinen Gerauschumgebung zu
isolieren. Wenn wir Szenenanalyse betreiben, abstrahieren wir von ele-
mentaren Vorgangen, die visuelle Eindrucke Uberhaupt erst ermdglichen.
Zwar ist es bekannt, daR die Kenntnis einer Sprache Korrekturen bei der
Lautwahrnehmung ermoéglicht. Auch werden visuelle Eindricke von er-
wartbaren Formen oder Farben beeinflut. Umgekehrt ist aber noch nicht
bekannt, wie die elementaren Fahigkeiten des Menschen zu sehen, zu hdéren,
zu schmecken und sich zu bewegen seine kognitiven Prozesse beeinflussen.
Es ist die These des Konstruktionsansatzes, dald Intelligenz durch korperliche
Erfahrung nicht nur ermdglicht wird, sondern bedingt und ausgepragt wird.
Es ist deshalb das Programm dieses Ansatzes, bei Wahrnehmung und Reflexen
mit der Forschung anzufangen, bevor man Sprachstrukturen, Schachspielen
oder das Beweisen von Theoremen untersucht.

Ein Beispiel kann diese Auffassung beleuchten. Die Bedeutung des Wor-
tes "Tasse" oder Uberhaupt ganz einfacher alltaglicher Dinge lat sich sehr
schwer definieren. Der Verdacht besteht, dal3 die Bedeutung sich letztlich auf
Sinnes- und Handlungserfahrungen grindet. So kénnte etwas eine Tasse
sein, wenn man eine FliUssigkeit eingielen und diese dann trinken kann.
Wenn sich dieser Verdacht bestdtigen sollte, so koénnte man die Sinneserfah-
rungen nicht mehr aus dem zu beschreibenden Bereich der Ph&anomene aus-
grenzen, sondern mifte gerade bei ihnen ansetzen. Man mifte dann be-
schreiben, wie man Flussigkeiten eingiefdt und wie man trinkt, um aus sol-
chen Beschreibungen komplexere Definitionen zu formen. Wichtig ist dabei
auch, dafd das Gelingen der Wahrnehmungen und Handlungen nicht allein
von inneren Prozessen abhéngt, sondern von aufen gesetzt ist. Auch hier
begegnet uns wieder Simons Ameise. Die Ruckkopplung, ob ein Verhalten
zum Ziel fihrt oder nicht, kommt von der komplexen Umwelt. Gerade deshalb
darf der innere Prozel3 so einfach sein. Am Beispiel der Tasse bedeutet das,
dal? die komplexe Umwelt regelt, ob ein Gegenstand eine FlUssigkeit einzu-
gielRen zuldBt, oder nicht. Zu beschreiben ist nur der Test, ndmlich das Ein-
gieRen und das Beobachten, was es bewirkt hat.

Der Konstruktionsansatz der Kl hat zum Ziel, Systeme in einer Welt han-
deln zu lassen, wobei sie aus Erfahrungen dann elementare Bedeutungsein-
heiten bilden. Diese Bedeutungseinheiten konnen symbolisch bezeichnet
werden. Die Symbole grinden sich dann auf sinnliche Erfahrungen
(Stichwort: symbol grounding). Die Annahme dieses Ansatzes ist, da sich
derselbe Prozel3 weiter fortschreiben &3t bis hin zu komplexen kognitiven
Vorgangen. Es gdbe also ein Prinzip, wie simple Reflexe komplexeres Ver-
halten hervorbringen, die wiederum komplexeres Verhalten hervorbrin-
gen, ... bis hin zum Schachspielen. Dieses Prinzip soll untersucht werden.



Die Kybernetik hatte ein &hnliches Ziel und bot als Prinzip den Regel-
kreis an, der sich jedoch als nicht ausdrucksstark genug erwies. Auch die
fruhe Zeit der Kl bot eine Formalisierung fir ein solches Prinzip an, nam-
lich das Perzeptron. Auch dieses erwies sich als zu ausdrucksarm. Heutige
Netze sind weit ausdruckstarker. Auch gibt es erste Versuche, sie bei Robo-
tern einzusetzen. Davon, die Einbindung in die Welt und die Entwicklung von
intelligentem Verhalten aus Sinneserfahrungen heraus zu modellieren, ist
die KI aber noch weit entfernt.

1.2.2.2 Nicht-logische Modelle

Wie man leicht sieht, wenn man die Argumente explizit aufschreibt, ist das
zweite Argument nicht eigentlich gegen die Beschreibung, sondern gegen
die logische Form der Beschreibung fir bestimmte Ph&nomene gerichtet. Es
werden andere Untersuchungsformen fir andere Phanomene ausgesucht.
Dafir werden neue Formalismen untersucht.

Die Phanomene, fir die eine elegante Untersuchungsmethode gesucht
wird, sind vor allem solche der Wahrnehmung, aber auch Reflexe oder evo-
lutiondre Prozesse wie etwa Arterhaltung oder Selektion. Die Phanomene
werden auch unter einem besonderen, meist biologischen Aspekt formuliert.
So wird eben nicht ein Denkvorgang wie Schachspielen as ein kognitives
Phdnomen hervorgehoben, sondern es soll der biologische Vorgang im
menschlichen oder tierischen Gehirn beschrieben werden. Die Organisation
von Gehirnen ist tatsadchlich sehr interessant. Einige Eigenschaften, die be-
schrieben werden sollen, sind die Selbstheilung und die nicht lokalisierbare
Leistung. Bei einer geringflgigen Beschadigung von Teilen eines Gehirns
wird in gewisser Zeit die Leistungsfahigkeit wieder hergestellt - wie geht
das? Die anfanglichen Versuche der Biologen und Mediziner, bestimmten
Orten des Gehirns eindeutig bestimmte Leistungen zuzuordnen, haben sich
als lediglich grob orientierend erwiesen. Obwohl das Sprachzentrum bei den
meisten Menschen Uberwiegend hinter der linken Schldfe liegt, gibt es
durchaus Menschen, bei denen eine Haufung von Sprachverarbeitungspro-
zessen in der rechten Gehirnhélfte festgestellt wurde. AuRerdem gibt es
Menschen (z.B. Rudi Dutschke), deren Sprachzentrum zerstért wurde und die
dann doch wieder - nach einem langen Re-edukationsprozef3 - flieBend spre-
chen und verstehen konnten. Die These, da3 man bestimmten kognitiven
Leistungen ganz bestimmte "Produktionsstatten" zuordnen konnte, liel sich
nicht aufrecht erhalten.2 Ein weiteres interessantes Phanomen ist die Bil-
dung der DNA: Proteinketten und ihre Faltung. Dort wirken Prozesse, die mit
einer Grammatik fur Aminosaurefolgen beschrieben werden koénnen, mit
rdumlichen Prozessen zusammen (was liegt nah beieinander nach einer be-
stimmten Faltung der DNA), und sogar zeitliche Prozesse spielen eine Rolle
(wie lange dauert es, einen bestimmten chemischen Stoff hervorzubringen,
der sich in die Kette eingliedert und dort wie ein "Satzzeichen" das Ende einer
bestimmten Abfolge von Aminosauren markiert oder sogar bewirkt). Diese
Phanomene, die von Biologen oder Medizinern gemdaR ihrer Disziplin be-
stimmt werden, sollen erforscht werden mit Hilfe formaler Methoden.

Ungleichungen und cellulare Automaten konnen as Simulationen
emergenten Verhaltens genutzt werden. Als emergent gilt ein Muster, in das
sich die graphische Ausgabe eines einfachen cellularen Automaten ein-

2Beachten Sie, dal} dies auch eine Bestétigung fiir die Annahme des Beschreibungsansatzesist, dal? kogni-
tive Vorgange nicht auf physiol ogische/biol ogische Entitaten abzubilden sind!



schwingt. Fir solche Muster gilt das Argument des Beispiels von der Ameise
in umgekehrter Weise: hier ist es kompliziert oder gar unmdglich, mit Re-
geln das Muster zu beschreiben. Dabei ist es einfach, von einem cellularen
Automaten Muster erzeugen zu lassen. Die cellularen Automaten missen
selbst wieder beschrieben werden, um sie inspizierbar und diskutierbar zu
machen. Welche Erkenntnis gewinnen wir, wenn ein Prozel3 ahnliche Er-
gebnisse liefert, wie der, den wir verstehen wollen, und wir verstehen die-
sen Proze3 ebenso wenig wie sein Vorbild? Dies ist die Problematik der Si-
mulation. Wahrend ein operationales Modell immer bereits eine Menschen
verstandliche und von Menschen interpretierte Beschreibung darstellt, mufl}
eine Simulation nicht verstdndlich sein. Sie kann genauso undurchsichtig
sein, wie das, was sie simuliert. Die Simulation ist ein dem Simulierten analo-
ger Prozel3, wobei festgelegt sein mul}, welche Aspekte sich analog sein sol-
len, und welche nicht. Von den verwendeten formalen Methoden und ihrer
Inspizierbarkeit hangt es ab, ob die Simulation leichter zu beschreiben ist als
das Simulierte.

Die formalen Methoden, die far nicht-logische Modelle genutzt werden,
sind unabhangig von ihrer Nutzung zur Simulation interessant3. Die Statistik
hat neues Interesse gefunden, weil z.B. neuronale Netze formal auf ihr basie-
ren. Dietterich und andere (1990) haben gezeigt, dal3 unter bestimmten Be-
dingungen, unter denen die fehlertolerante Verarbeitung von sehr grof3en
Beispielmengen wichtig ist, ein einfaches neuronales Netz
(backpropagation) mehr leistet als ein einfaches symbolisches Verfahren
(ID3). Dietterichs Versuch behandelte die Zuordnung von Phonemen
(Zeichen fir Laute) zu Schriftzeichen. Wahrend ein neuronales Netz sozusa-
gen Uber jede Kombination statistisch Buch fiuhrt, gibt es bei ID3 nur eine
zentrale statistische Bewertungsfunktion. Reichert man die Statistik von 1D3
an, so nahert sich die Performanz der des neuronalen Netzes. Be statisti-
schen Verfahren ist es umstritten, ob sie eher der Beschreibung oder eher
der Simulation zuzurechnen sind. Eine statistische Aussage kann durchaus
als Beschreibung eines Sachverhalts interpretiert werden. Die friheren Ar-
beiten zu Neuronalen Netzen wollten aber bewuft eine Simulation von Ge-
hirnvorgangen darstellen.

1.2.2.3 Zitate

Das Interesse an biologischen Phanomenen illustriert das Zitat von Varela:
"In ahnlicher Weise wird die Fahigkeit des Gehirns, Schadigungen zu ver-
kraften, oder die Anpassungsfahigkeit biologischer kognitiver Prozesse in
neuen Umwelten ohne Beeintrachtigung ihrer Gesamtleistungsfahigkeit,
von Neurobiologen als Tatsache betrachtet, ist aber im Computerparadigma
nirgendwo von EinfluR." (Varela 1990:57)

Zunéchst war der ganzheitliche Ansatz der (Re-)Konstruktion gangig in
der amerikanischen oder angelsédchsischen KIl. In England gab es ein grof3es
Robotik-Projekt, das aber 1974 gestoppt wurde, nachdem Lighthill der briti-
schen Regierung Uber den Stand der Kl-Forschung berichtet hatte. Zum
Thema Roboter sah er keinerlei Fortschritt. Er wertete das Unterfangen als
die Kompensation mannlicher Wissenschaftler, dal3 sie nicht gebaren kon-
nen (Fleck 1982:191).

3Zu numerischen Verfahren siehe Schwefel (1981).



Viel weiter zurlck reichen Frankenstein, Homunculus oder Golem -
Phantasien von der Erzeugung von nicht-menschlichen (Lebe-?)wesen. Im
Jahre 1580 kannte Rabbi Loew, so ist es Uberliefert, den aus 72 Buchstaben
zusammengesetzten Namen Gottes und konnte daher eine menschendhnliche
Lehmfigur beleben, den Golem. Der fand heraus, wann ein Progrom stattfin-
den wirde, so dal der Rabbi die Gemeinde warnen konnte, und half dem Rab-
bi im Haushalt. In gewissen KI-Kreisen wird behauptet, daf Sussman, Mins-
ky, von Neumann und Wiener von Rabbi Loew abstammen.

Roger Schank &uRerte in demselben Interview, das oben zitiert wurde,
auch eine stark konstruktivistische Auffassung: "lch wollte schon immer
einen Geist erschaffen. Irgend etwas in der Art. Esist das Aufregendste, was
man machen kann. Das Wichtigste, was man machen kann." (Turkle 1984:
322)

Ahnlich auch Don Norman:"Ich habe einen Traum, mir meinen eigenen
Roboter zu bauen. Ihn mit meiner Intelligenz auszustatten. Ihn zu meinem
Ebenbild, zu meinem Geist zu machen. Mich selbst in ihm zu sehen." (Turkle
1984: 322)

Auch in etwas subtilerer Weise werden die Maschinen kinstlichen Le-
bewesen gleichgesetzt: "Will man auRerdem eine kinstliche Intelligenz
schaffen, die Maschinen herstellt, die in dem Sinne intelligent sind, dal sie
mit den Menschen zusammen (so wie die Tiere) eine gemeinsame Welt des
Verstehens und Handelns aufbauen, dann sehe ich keinen anderen Weg da-
fur, als diese Maschinen in gleicher Weise durch einen Proze3 evolutionarer
Transformationen zu entwickeln bzw. zu erziehen, wie es die handlungsbe-
zogene Perspektive nahelegt. Wie ergiebig oder wie schwierig dieser Ansatz
sein wird, dariUber mag sich jeder seine eigene Meinung bilden." (Varela
1990:121)
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