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Wiederholung Die Support Vector Machine (SVM) oder auch Stitzvektormethode ist ein
komplexes Lernverfahren, das nahe an der Linearen Regression liegt. Im Folgenden sollten
Sie sich einige Gedanken zum Prinzip der Klassifikation mit dem SVM-Verfahren machen:

1. Wozu wird die SVM verwendet und was ist das Ergebnis des Lernschrittes?

2. Erklaren Sie den Zusammenhang der separierenden Hyperebene mit dem maximum
margin problem|

3. Wie wird das mazimum margin problem gelost? Was ist das duale Problem?
4. Was driickt die Bedingung

D aiy; =0

i=1

in Bezug auf die Beriicksichtigung der Stiitzvektoren aus?

Hinweis: Von den in der Vorlesung vorgestellten Arbeiten finden Sie (fast) alle iiber
https:/scholar.google.de aus dem Uni-Netz. Unterstiitzend zur Vorlesung koénnen folgen-
de Papiere gelesen werden:

o “A Tutorial on Support Vector Machines for Pattern Recognition”, Christopher Burges
in: “Data Mining and Knowledge Discovery”, 1998, pp. 121-167

o “Fast Training of Support Vector Machines using Sequential Minimal Optimization”,
John C. Platt in: “Advances in Kernel-Methods”, 1999, MIT Press, pp. 185-208

e “Advances in Kernel-Methods”, Scholkopf, Burges, Smola (eds), 1999, MIT Press

o “Theorie der Zeichenerkennung”, W.N. Vapnik, A. Tscherwonenkis, 1979, Akademie
Vg. [UB-Dortmund: Signatur M20947]
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Abbildung 1: Datenpunkte im R?

Aufgabe 6.1 (3 Punkte)

In dieser Aufgabe sollen Sie den naiven Vorldufer des SVM-Algorithmus “von Hand” auspro-
bieren. Gegeben ist die folgende Menge D von Datenpunkten (vgl. Abbildung 1):
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Dabei bezeichnen die Komponenten jedes Tripels (xy, z9,y) aus D die erste und zweite Ko-
ordinate des Punktes sowie die zugehorige Klasse y € {—1,1}.

1. Bestimmen Sie fiir j € {—1,+1} jeweils die Mittelpunkte ¢ und ¢_ der Menge

C; = {(w1,22,y) € D]y = j}

2. Bestimmen Sie 5 und den Mittelpunkt &.

3. Zu welchen Klassen werden anhand dieses einfachen Verfahrens die folgenden Punkte

zugeordnet?

(4,6), (7,6), (12,4), (—1,8), (—4, 11)



Aufgabe 6.2 (2 Punkte)
Als nachstes sollen Sie sich etwas mehr mit der Stiitzvektormethode anfreunden. Betrachten
Sie dazu erneut die Datenpunkte aus Aufgabe 1.

1. Wahlen Sie sowohl aus C'_; als auch aus C'y; je zwei geeignete Stiitzvektoren und stellen
Sie die Geradengleichungen durch diese Vektoren auf.

2. Ermitteln Sie die optimale separierende Hyperebene (Gerade) zwischen den gewéhlten
Stiitzvektoren und geben Sie diese in Form einer normalen Geradengleichung an.

Aufgabe 6.3 (3 Punkte)
Eine der groflen Stéarken der SVM ist die Verwendung von Kernfunk-

tionen, die eine implizite Transformation ® der Daten in einen anderen ’ 1 ‘ L2 ‘ Yy ‘
Raum ermdoglichen, so dass urspriinglich nicht linear trennbare Daten -1.5 1 -2.0 | +1
in diesem neuen Raum schliellich trennbar sind. In dieser Aufgabe -1.0 | 0.0 | +1
geht es darum, den Effekt der -Transformation der Datenpunkten zu 0.5 1.0 | +1
untersuchen. Gegeben sind die Datenpunkte aus der rechts stehenden 0.0 | 2.0 | +1
Tabelle. 05| 1.0 | +1
Transformieren Sie die Daten mit den nachfolgenden Funktionen ®; 1.0 | 20 | +1
und geben Sie die transformierte Tabelle sowie eine graphische Dar- 1.5 | 3.75 | +1
stellung der neuen Punkte an! 101 201 -1
Welche Funktion ermoglicht eine lineare Trennung der Daten? 051 -1.0 | -1
_ (2 0.0 | -3.0| -1
b @, o) = (o1, 22) 05 | 05| -1
2. Dy(zy,m9) = (23 — 211, 79) 1.0 | 2.0 | -1
1.5 | 1.5 | -1

3. @3(551,[172) = (l’?,l‘g)



Aufgabe 6.4 (2 Punkte)
Betrachten Sie den folgenden Datensatz! Féllt Thnen eine Transformation ein, die zu einer
linearen Trennung der Daten fithren kénnte?

Den Datensatz finden Sie unter:

http://www-ai.cs.uni-dortmund.de/LEHRE/VORLESUNGEN/KDD/SS13/DATA/svm-data.csv

Abbildung 2: Datenpunkte im R?

1. Beschreiben Sie, wie Sie die gegebenen Daten trennen wiirden! Geben Sie dazu in kurzen
Stichpunkten an, welche Eigenschaften der Daten Sie ausnutzen wiirden.

Hinweis: Denken Sie daran, dass die ®-Transformation nicht notwendigerweise in einen
Raum gleicher Dimensionszahl abbilden muss!

2. Denken Sie sich eine Transformationsfunktion ® aus und transformieren Sie die Daten
in einen Raum, der eine lineare Trennung ermoglicht!



