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Wissensentdeckung in Datenbanken
Knowledge Discovery in Databases (KDD)

• Untersuchen von unübersichtlichen Datensammlungen nach
  Regularitäten bzw. finden von allen gültigen und interessanten Regeln
• Ausgabe von verständlichen Regeln (nicht nur einfache Statistiken)

• Hypothesen für gültige Regeln vom System selbst ausgestellt

Datenbank

Dict

Bereichswissen

A B

Anwendung

Human
User

Entdeckungsmethode
Entdecktes

Wissen

Tendenzen

Suche / Auswertung

Abb.:Architektur eines prototypischen Entdeckungslernsystems für Datenbanken [Frawley et al 92]

[Morik 98]
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KDD Anwendungsbeispiele

½ Medizin: Nebenwirkungen von Medikamenten
½ Finanzwirtschaft: Vorhersagen für den Aktienmarkt
½ Sozialwissenschaft: Trendanalyse bei Wahlen

½ Marketing: Identifikation von Personengruppen mit ungewöhnlichem
Kaufverhalten

½ Versicherungen: Entdeckung von exzessiven und betrügerischen
Ansprüchen

½ Physik: Erforschung von Supraleitern
½ Militär: (geheim) J

½ Verbrecherbekämpfung: Abgleich von Fingerabdrücken
½ Raumfahrt: Suche nach außerirdischen Intelligenz
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Logikorientiertes induktives Lernen (ILP)
Crashkurs, Teil 1

ILP (inductive logik programming) ist gemeinsames Forschungsgebiet des
maschinellen Lernens und logischen Programmierens [Muggleton 92].

Begriffslernen bzw. Regellernen (Wissensentdeckung) erfolgt durch Induktion
von prädikatenlogischen Formeln aus Beispielen unter Einbeziehung von
Hintergrundwissen.

Lernen aus Beispielen kann als Suche im Hypothesenraum, geordnetem nach
Generalisierungsrelation (Allgemeinheit), betrachtet werden [Mitchell 82].

Aussagenlogischer (attribut-orientierter) Repräsentationsformalismus:
  • endlicher Hypothesenraum      + effiziente Lernprogramme
  • wenige Generalisierungen jeder Hypothese     -  keine Objektrelationen
�  Es können keine relationalen Begriffe gelernt werden.

Prädikatenlogischer Repräsentationsformalismus erster Ordnung:
  • unendlicher Hypothesenraum      + Objektrelationen möglich
  • schlechte Generalisierungseigenschaften        - ineffizient
�  Einschränkungen notwendig, um rel. Begriffe effizient lernen zu können.
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Logikorientiertes induktives Lernen (ILP)
Crashkurs, Teil 2

Generalisierung (bzw. Spezialisierung) ist eine partielle Ordnungsrelation auf
Literalen bzw. Klauseln.

Form

Polygon Sonstige Form

Konvexes Polygon Nicht-Konvexes Polygon

Dreieck Konvexes Viereck Konvexes Fünfeck

Parallelogramm Nicht-Paralleles Konvexes Viereck

Abb.: Beispiel eines Generalisierungsbaumes [Herrmann 94]

Def.: Eine Klausel C1 ist genereller als eine andere Klausel C2 bzgl. einer
Theorie B, gdw. gilt: B,C1 ?  C2.
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Logikorientiertes induktives Lernen (ILP)
Crashkurs, Teil 3

Logische Folgerung zwischen Klauseln ist im allgemeinen nicht entscheidbar.

�  Ein schwächeres Generalisierungsmodell ist erforderlich.

Logische Folgerung gilt immer, wenn θ-Subsumtion gilt, umgekehrt aber nicht.

Def.: Eine Klausel C1 ist genereller als eine andere Klausel C2, gdw. gilt:
C1 subsumiert C2  (C1 =θ C2).

Def.: θ-Subsumtion: C1 =θ C2 gdw. C1θ ⊆ C2,
θ ist eine geeignete Substitution.

Bsp.:   ZHLEOLFK��;��←�PXWWHU��;�=�����=θ    ZHLEOLFK��;��←�PXWWHU��;�<���WRFKWHU��;�=�
mit θ = {Z/Y}.

Def.: Äquivalenz unter θ-Subsumtion:
C1 =θ C2 gdw. C1 =θ C2 und C2 =θ C1.
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Logikorientiertes induktives Lernen (ILP)
Crashkurs, Teil 4

Def.: Eine Klausel C1 ist echt genereller als eine andere Klausel C2, gdw. gilt:

C1 =θ C2 und ¬(C1 =θ C2).

Def.: Ein Literal L einer Klausel C ist redundant unter θ-Subsumtion gdw. gilt:
C =θ C \ {L}.

Def.: Eine Klausel C ist reduziert gdw. sie keine redundanten Literale enthält.

Bsp.: ^ZHLEOLFK��;��� ¬PXWWHU��;�=���¬PXWWHU��;�<�`
=θ

^ZHLEOLFK��;��� ¬PXWWHU��;�<���¬WRFKWHU��;�=�`
mit θ = {Z/Y}.

PXWWHU�;�<�
WRFKWHU�;�<�

Abb.: Objektmengen
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Logikorientiertes induktives Lernen (ILP)
Crashkurs, Teil 5

Die generalisierte θ-Subsumtion generalisiert zwei funktionsfreie Hornklausel
bzgl. gegebenem Hintergrundwissen (Theorie) B:

C1 =B C2 gdw. ∃σ, so dass C1Kopf σ = C2Kopf

    und B, ¬C2Körper θ ?  ∃ (¬C1Körper σθ),

θ eine Skolemsubstitution, σ eine (Term-)Substitution.

Schrittweises Spezialisieren (Definition durch ein Bild):

Top-down Lernverfahren:
 %HJLQQH�PLW�HLQHU�JHQHUHOOVWHQ�HU]HXJEDUHQ�+\SRWKHVH�
�VRODQJH�QRFK�QHJDWLYH�%HLVSLHOH�DEJHGHFNW�ZHUGHQ�
�����ZHQGH�DXI�GLH�+\SRWKHVH�GDV�VFKULWWZHLVH�6SH]LDOLVLHUHQ�VR�DQ�
�����GDVV�GLH�SRVLWLYHQ�%HLVSLHOH�ZHLWHUKLQ�DEJHGHFNW�ZHUGHQ�
�ZHQQ�GLH�+\SRWKHVH�NHLQ�QHJDWLYHV�%HLVSLHO�DEGHFNW��JLE�GLH�+\SRWKHVH�DXV�XQG�KDOWH�DQ�

+ +
+

+�
negatives Beispiel e
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Logikorientiertes induktives Lernen (ILP)
Crashkurs, Teil 6

ILP Semantik (Begriffslernen):
Geg.: pos. und neg. Beispiele E = E+ ∪ E-  ⊆ / (,

Hintergrundwissen B ⊆ / % , wobei B ∪ E ?  ? und B ? �E.
Ziel:  Finden einer Hypothese H ∈ / + , für die gilt:

B ∪ H ∪ E ?  "  (Konsistenz)
B ∪ H ?  E+  (Vollständigkeit )
∀e ∈ E-  : B�∪ H ? �e (Korrektheit )

ILP Semantik (Wissensentdeckung):
Geg.: Hintergrundwissen B ⊆ / %  , Beobachtungen E ⊆ / E .
Ziel:   Finden einer Menge von Hypothesen H ∈ / + , für die gilt:

 M+(B ∪ E) ⊆ M(H) (Gültigkeit )
 ∀h ∈ H  ∃e ∈ E: B, E - {e} ?  e und B, E - {e}, {h} ?  e (Notwendigkeit )
 ∀h ∈ / + , die gültig und notwendig sind, gilt: H ?  h�(Vollständigkeit )
 H ist minimal (Minimalität )

Begriffslernen findet nur den gesuchen Begriff, Wissensendeckung findet
dagegen alle wahren und nicht redundanten Regeln.
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RDT/DB

RDT/DB ist das erste ILP- Wissensentdeckungswerkzeug, dass direkt mit
einem Datenbank-Managementsystem interagiert [Brockhausen und Morik 96].
RDT/DB ist eine Weiterentwicklung des RDT-Werkzeugs aus dem
Modellierungssystem MOBAL.

RDT aus der Sicht des maschinellen Lernens:

 • funktionsfreie Hornklauseln als Repräsentationformalismus

 • Hintergrundwissen in Form von Fakten (ground unit clause)
 • Top-down-Breitensuche-Lernverfahren
 • Hypothesenraum durch Regelschemata syntaktisch eingeschränkt

 • weitere Einschränkung des Hypothesenraumes durch Prädikatentopologie
 • Sortentaxonomie (sortenbehaftete Prädikatsattribute)

Bsp.: Fakten Beispiele
DOWHU��PDU\���� HKHPDQQ��MRKQ�YLYLDQ�
¬YHUKHLUDWHW��SHWHU�MDQLFH� YHUKHLUDWHW��;�<��←�HKHPDQQ��;�<�
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RDT/DB, Teil 2
Geg.: Hintergrundwissen und eine Menge positiver und negativer Beispiele

     für einen zu lernenden Begriff C in funktionsfreier Klausellogik.
Ziel:   Finde eine Hypothese H in funktionsfreier Klausellogik, die einem vom

     Benutzer definierten Akzeptanzkriterium genügt.

Mögliche Faktoren des Akzeptanzkriteriums:
• pos(H)      Bsp.: pos(H) >5, neg(H) < 2,
• neg(H) pos(H)/total(H) > 0.7,
• pred(H) pred(H)/pos(H) > 0.3,
• total(H) := pos(H) ∪ neg(H) ∪ pred(H) uncover(H)/concl(H) < 0.5
• concl(H)
• uncover(H) := concl(H)\pos(H)

Pruningkriterium erlaubt eine weitere Einschränkung des Hypothesenraums.
Es werden keine Spezialisierungen eines Regelschematas mehr getestet, falls
das Regelschema:

• akzeptiert wurde oder
• nicht dem Akzeptanzkriterium genügt.
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RDT

Modell-
wissen

Beispiele
+

Hintergrund-
wissen

Entdecktes
Wissen

Inferenz-
maschine

RDT/DB, Teil 3

Bereits gelernte oder vorgegebene Regeln werden bei der Regelgenerierung
berücksichtigt. Sie werden von der Inferenzmaschine angewandt und
saturieren damit die Wissensbasis.

Gelernte Regeln können also zukünftige
Lernschritte unterstützen, indem sie die
Beispielbeschreibungen um weitere

grundinstanziierte Fakten erweitern
(closed-loop learning).

[Herrmann 94]
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Abb.: Generalisierungsrelation
          zwischen Regelmodellen
          [Kietz und Wrobel 92].

RDT/DB, Teil 4
Da bei RDT die Hypothesensprache eingeschränkte Prädikatenlogik ist
(funktionsfreie Hornklauseln ergänzt um negative Literale), wird somit ein sehr
großer Hypothesenraum beschrieben.
Dieser wird durch Vorgabe der syntaktischen Form der möglichen Regeln,
durch so genannte Regelschemata (Regelmodelle) eingeschränkt:
 • anstatt der Sachbereichsprädikate Prädikatsvariablen
 • nach Allgemeinheit partiell geordnet

Bsp.: Durch Vorgabe des Regelschemas
���JUR�PXWWHU�;�<�� ←�3��8�<���PXWWHU��;�8�
sind aus
��JUR�PXWWHU�;�<�� ←�HOWHUQWHLO�8�<���PXWWHU�;�8�
��JUR�PXWWHU�;�<�� ←�YDWHU�8�<���PXWWHU�;�8�
��JUR�PXWWHU�;�<�� ←�YDWHU�=�<���PXWWHU�;�=���YDWHU�=�9�
nur die ersten zwei Klauseln Instanzen dieses Regelschemas.
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RDT/DB, Teil 5

Eine Substitution Σ substituiert Prädikatsvariablen durch Bereichsprädikate der
gleichen Stelligkeit, ohne verschiedene Prädikatssymbole zu unifizieren.

Def.: Ein Regelschema RS ist genereller als ein anderes RS , wenn es ein

Σ gibt, so dass RS Σσ ⊆ RS .

Regelschemata können auch teilweise instanziiert werden.

Ein vollständig instanziiertes Regelschema ist eine Regel.

Basiert auf der Menge der im RDT eingegebenen Regelschemata 5  und der
Menge der Bereichsprädikate P im Hintergrundwissen, wird der
Hypothesenraum für das Regellernen als die Menge:

+  = {RΣ_R ∈ 5  ∧ range(Σ) ⊆ P ∧ RΣ ist Regel}.

definiert, d.h. als die Menge aller möglichen Instanzen für alle Regelschemata.
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RDT/DB, Teil 6
Die Prädikatentopologie beschreibt semantische Beziehungen zwischen den
Prädikaten der Sachbereichstheorie (Hintergrundwissen).
 • Gruppierung T = {T1,...,Tm}, mit Ti  Topologieknoten (Mengen von Prädikaten,
   evtl. zusammenhängend),
 • die Topologieknoten können eine Hierarchie zusammenbilden, die weitere
   Einschränkung des Hypothesenraumes + T darstellt:

���+ T = {H ∈ + _H = pconcl ← Pprems: ∃Ti ∈ T : pconcl ∈ Ti ∧ Pprems ⊆ Ti ∪ children(Ti)},

   children(Ti) bezeichnet die Vereinigung der direkten Nachkommen von Ti

[Kietz und Wrobel 92].

Den Argumenten eines Prädikats kann eine
bestimmte Sorte zugewiesen werden:
    p/n: <sorte1>,...,<sorten>
Bsp.:
    PXWWHU�����IUDX!��SHUVRQ!

Urteil

Übertretung

Fahrzeug Orte VerhaltenGebote/Verbote

Umstände Abb.: Topologie-Graph [Herrmann 94]
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RDT/DB, Teil 7

Erweiterung des RDT zum RDT/DB:

   • Ersetzung der Sortenkompatibilität durch Datentypkompatibilität.

   • Abbildung der tabellarischen Darstellung der zu untersuchenden Datenbank
     in Prädikatenform unter Verwendung der Metainformation der DB).

   • Redundanztest (Erkennung der redundanten Prädikate) durch Ausnutzung
     der Primärschlüsseleigenschaft.

   • Für Hypothesentest werden SQL-Anfragen generiert und an die Datenbank
     geschickt, z.B. für pos(H) in der Form:

VHOHFW�FRXQW�SULPNH\�q���IURP�WDEHOOH�q���WDEHOOH�P�
ZKHUH�v��P�F������FP���

   • Negative Beispiele können im MOBAL eingegeben werden.
(detaillierte Beschreibung ist in [Lindner 94] zu finden).
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RDT/DB, Teil 8

Vorgehensweise von RDT/DB:

��%HJLQQH�PLW�GHQ�JHQHUHOOVWHQ�5HJHOVFKHPDWDV�

��*HKH�723�'2:1�GXUFK�GLH�2UGQXQJ�GHU�5HJHOVFKHPDWDV

��������,QVWDQ]LLHUH�HLQ�ZHLWHUHV�3UlGLNDW�P�LQ�P��GDV�IROJHQGHP�JHQ�JW�

���6WHOOLJNHLWVNRPSDWLEHO
���� ���3UlGLNDWHQWRSRORJLHNRPSDWLEHO
���� ���'DWHQW\SNRPSDWLEHO

���7HVW�DXI�UHGXQGDQW�LQVWDQ]LLHUWH�3UlGLNDWH
��������5HGXQGDQ]WHVW�θ�6XEVXPWLRQ�PLW�ELVKHU�DN]HSWLHUWHQ�RGHU�]X�VSH]LHOOHQ�+\SRWKHVHQ�
��������%HUHFKQXQJ�GHU�)DNWRUHQ�I�U�GDV�$N]HSWDQ]NULWHULXP�
��������$XVZHUWXQJ�GHV�$N]HSWDQ]NULWHULXPV�

[Lindner 94].
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